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Abstract—In this paper we point out the vulnerabilities of the
virtual force approach to mobile sensor deployment, which is
at the basis of many deployment algorithms. For the first time
in the literature, we show that some attacks significantly hinder
the capability of these algorithms to guarantee a satisfactory
coverage.

An attacker can compromise a few mobile sensors and force
them to pursue a malicious purpose by influencing the movement
of other legitimate sensors. We make an example of a simple
and effective attack, called Opportunistic Movement, and give an
analytical study of its efficacy. We also show through simulations
that, in a typical scenario, this attack can reduce coverage by
more than 50% by compromising a number of nodes as low as
the 7%.

We propose SecureVF, a virtual force deployment algorithm
able to neutralize the above mentioned attack. We show that
under SecureVF malicious sensors are detected and then ignored
whenever their movement is not compliant with the moving strat-
egy provided by SecureVF. We also investigate the performance of
SecureVF through simulations, and compare it to one of the most
acknowledged algorithms based on virtual forces. We show that
SecureVF enables a remarkably improved coverage of the area of
interest, at the expense of a low additional energy consumption.

Index Terms—Mobile sensors, self-deployment, virtual force
approach, security.

I. INTRODUCTION

Many solutions have been proposed to solve the problem

of deploying mobile sensors to cover over an Area of Interest

(AoI). Many of them are based on the Virtual Force Approach

(VFA) [1], [2], [3], [4], [5], [6], [7], [8], which models the

interactions among sensors as a combination of attractive and

repulsive forces. As a result of these antagonist forces, sensors

spread throughout the environment.

Not only are mobile networks prone to the same security

attacks of static networks, but they can also be attacked by ex-

ploiting specific vulnerabilities of mobility controlled devices.

In this paper, for the first time in the literature, we investigate

the vulnerabilities of the virtual force approach. Under VFA,

by compromising a subset of nodes, an attacker can influence

the movement of legitimate sensors during the deployment

and relocation phases, and impede the fulfillment of coverage

goals. We introduce a new kind of attack specifically tailored

for mobile sensor deployment algorithms based on virtual

forces, the Opportunistic Movement (OM) attack. According
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to such an attack, malicious nodes honour the communication

protocol but move to positions in which they can exert

virtual forces that impede the correct positioning of legitimate

sensors. These malicious nodes follow the purpose of the

attacker, for instance by creating an unmonitored corridor or

isolating a part of the network, thus forcing legitimate nodes

to position themselves over a limited portion of the AoI. As a

clarifying example, we show the effect of an OM attack where

malicious sensors form a barrier which impedes the spreading

of legitimate sensors over the AoI.

We analytically characterize the effect of this attack on a

network executing a general virtual force based algorithm. The

analysis shows that by compromising a small fraction, as low

as 7%, of legitimate nodes, the attacker is able to reduce the

portion of the AoI covered by legitimate sensors by more than

50%.

We propose an algorithm, called SecureVF, which is based

on a general formulation of the virtual forces provided by the

VFA and provides a set of rules to determine the presence of

malicious sensors and neutralize the attack. This set of rules

is independent of the particular force formulation and can be

applied to any VFA model.

We show that under SecureVF malicious sensors are de-

tected as soon as their movements violate the rules of the

deployment algorithm. We perform extensive simulations in

order to validate the analytical model and experimentally

investigate the SecureVF ability to counteract the OM attack,

in comparison with a previous solution based on VFA [3].

The original contributions of this paper are the following:

• We investigate the vulnerabilities of mobile sensor de-

ployment algorithms based on VFA and propose a very

simple and effective attack, called OM (Opportunistic

Movement), to this approach.

• We provide an analytical model to estimate the effects of

the OM attack on a general VFA solution.

• We propose a new algorithm based on VFA, called

SecureVF to counteract the OM attack.

• Through simulations, we confirm the results provided

by our analytical model and we study the efficacy of

SecureVF to resist to the OM attack.
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II. THE PROBLEM OF SECURITY IN MOBILE SENSOR

DEPLOYMENT ALGORITHMS

Prior work on security in wireless networks study several

important problems that may affect static networks as well as

mobile networks.

The lack of tamper-proof hardware allows an attacker to

capture several nodes, extract their cryptographic material and

reprogram them so as to make them behave according to its

malicious goal. Such compromised nodes may perform several

types of attacks in a mobile sensor network, influencing the

behavior of legitimate nodes. A huge amount of work deals

with the problem of confidentiality and integrity of commu-

nications [9], [10], [11]. Other works address the problem of

the sybil attack, under which a malicious node may pretend

to be many (sybil) nodes [12]. The problem of false position

claims is also dealt with in several previous works [13], [14].

Despite the abundance of research work on the above

mentioned problems, the literature proposed so far does not

consider the security vulnerabilities that are specific to deploy-

ment and relocation algorithms in mobile sensor networks.

By contrast, in this paper we show that even if the best

security mechanisms are in place to counteract the above

mentioned attacks, it is still possible to severely compromise

the functionality of a mobile sensor network, by adopting

attacks which are specifically designed to compromise move-

ment assisted deployment. In particular, we introduce the

OM attack, specifically tailored to compromise deployment

algorithms based on virtual forces. The OM attack does not

exploit any of the security vulnerabilities previously described

and works even if the network is endowed with top notch

network security mechanisms. Instead, the OM attack exploits

vulnerabilities that are inherent to the specific protocol that is

required to let sensors coordinate with each other and spread

throughout the AoI.

We show that, by compromising very few nodes and by

performing the OM attack, the attacker can easily preclude a

complete coverage of the AoI, by creating uncovered areas

or corridors, thus impeding the network to fulfil its coverage

requirements.

III. ADVERSARY MODEL AND GOALS

We consider an adversary which introduces some malicious

nodes in the network. This is possible by capturing some

legitimate nodes and extracting their cryptographic material,

reprogramming and taking full control of them. These cor-

rupted nodes cannot easily be recognized by legitimate nodes,

as they are able to send valid messages, since each of them

has a valid ID and makes use of the legitimate cryptographic

information. The attacker can thus exploit these corrupted

nodes to perform malicious attacks to prevent a successful

network deployment over the AoI.

We assume that network security mechanisms are in place to

let each node detect sybil attacks, perform location verification

and exchange messages in a secure manner. Furthermore,

we assume that the attacker cannot create clones of the

compromised nodes [15].

We assume that malicious nodes can collude with each other

by performing coordinated movements and communications in

order to influence the movements of legitimate sensors.

In the next sections we first introduce a generalized VFA

based algorithm which models several algorithms previously

proposed in the literature. We then introduce the OM attack.

IV. A GENERAL VIRTUAL FORCE BASED ALGORITHM

In this section we introduce a Generalized Virtual Force

algorithm (GVF) which generalizes several algorithms previ-

ously proposed in the literature.

We make the typical assumptions found in the literature

works proposing VFA based algorithms: a sensor communi-

cates within a distance Rtx (communication radius), it covers

a circular area of radius Rs (sensing radius) and it can move

in any direction inside the AoI.

The GVF algorithm is round based and sensors are loosely

synchronized. Each round has two phases. During the first

phase sensors exchange information such as their position and

ID. In the second phase, each sensor calculates the virtual

force acting on itself on the basis of the gathered information

and moves towards the so calculated destination.

The calculation of the virtual forces acting on a sensor is

executed as follows. Given two sensors s and p located at a

distance d from each other, p exerts a force F (d) on s. F (d)
models both attractive and repulsive forces and depends on

the setting of two parameters: r∗ and rf . The force is null at
a distance r∗, it is repulsive if d < r∗ and it is attractive if

d > r∗. The force also vanishes when the distance d exceeds

rf , where rf ≤ Rtx.

We hereby define the area of influence of a sensor s the

area in which s exerts its virtual force on other sensors. Due

to homogeneity, the area of influence of a sensor s is also

the area from which other sensors exert a force on s. This
area includes all the points at a distance lower then rf from

s. Finally, the force acting on s is therefore the vectorial sum
of the forces exerted by all the nodes located in its area of

influence.

The GVF algorithm captures the models adopted in most of

the previous works based on VFA, such as [1], [2], [3], [4].

V. THE OPPORTUNISTIC MOVEMENT ATTACK

The OM attack is defined on the basis of the adver-

sary model described in Section III. Malicious nodes can

be deployed by the attacker, for example they can be sent

from a location which is outside the AoI, or they can be

dropped randomly. According to the OM attack, from their

initial positions these malicious nodes silently move, that is

with no message exchanges, to form an attack configuration.

From such a configuration, malicious nodes start the attack

by communicating with legitimate sensors and by gradually

adjusting their position so as to exert forces on legitimate

sensors that cause their movement away from a specific area

of interest to the attacker.

Since malicious nodes move silently to their position in

the attack configuration, they are not detected by legitimate
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(a) (b) (c)

Fig. 1. Initial random deployment (a), attack configuration (b) successful
creation of an unmonitored corridor (c).

sensors in this initial phase of the attack. After the formation

of the attack configuration malicious nodes move according to

the attacker strategy but communicate according to the com-

munication protocol provided by the deployment algorithm.

By communicating their position at each round, malicious

sensors influence the movement of legitimate nodes without

being recognized as malicious.

Let us consider the following example in which the adver-

sary creates an uncovered corridor over the AoI. Malicious

sensors are initially randomly deployed, as depicted in Figure

1(a). They perform an initial silent movement so as to form

two superimposed barriers, as shown in Figure 1(b). Then they

start communicating with legitimate sensors according to the

rules of the communication protocol, but move so as to shift

the barriers in opposite directions. Legitimate sensors are thus

repelled and the attacker successfully creates the unmonitored

corridor of Figure 1(c).

The opportunistic movement attack is a general attack

which can be performed in may ways, by realizing different

attacking configuration and adopting different moving strategy

of malicious nodes.

We now define the Barrier Opportunistic Movement (BOM)

attack, a specific type of OM attack, which is able to severely

reduce the coverage provided by the network while requiring

only few sensors to be compromised.

According to the BOM attack, malicious nodes form a

linear barrier whose edges intersect the borders of the AoI.

As provided by the OM attack, malicious sensors periodically

communicate their positions in the first phase of each round,

while in the second phase they move according to the attacker

strategy. In particular, the malicious sensors forming the bar-

rier may move towards legitimate sensors in order to reduce

the monitored portion of the AoI, as shown in Figures 3(a-c).

The barrier of malicious sensors may also remain still, in order

to prevent legitimate sensors from moving over the uncovered

zone isolated by the barrier, such as in the attack shown in

Figures 5(a-b).

The size of the area in which the legitimate sensors can be

confined without crossing the barrier depends on the density

of legitimate and of malicious sensors. In the following section

we provide an analytical model to estimate the impact on

network coverage that can be achieved by performing the

BOM attack under the use of GVF.

VI. AN ANALYTICAL MODEL FOR THE EFFECT OF THE

BOM ATTACK

The malicious sensors performing the BOM attack exert a

force on the legitimate sensors located in their area of influ-

(a) (b)

Fig. 2. Force exerted by the uniform distribution (a) and by the barrier (b).

ence. We hereby refer to such legitimate sensors as frontline

sensors. A frontline sensor is pushed towards the barrier by

the other legitimate sensors located in its area of influence.

By contrast, it is also pushed in the opposite direction by the

malicious sensors of the barrier which reside in the same area.

Therefore, a frontline sensor traverses the barrier only if the

force exerted by the barrier is lower than the one exerted by

legitimate sensors.

The magnitude of such forces depends on the densities of

legitimate and malicious nodes. In the following we analyti-

cally model this scenario when sensor movement is regulated

by the GVF approach.

A. Force exerted by uniformly distributed legitimate sensors

In the analysis we consider the case in which the legitimate

sensors are uniformly deployed with density ρ, on one side

of the barrier. Figure 2(a) shows the considered scenario. Let

s be a frontline sensor and Fl(ρ) be the force acting on s
exerted by legitimate sensors. Given the assumption of uniform

distribution of legitimate sensors we can assume that the

direction of Fl(ρ) is approximately orthogonal to the barrier.

We want to calculate the magnitude of the force Fl(ρ).
Let us consider an infinitesimal section of a circular corona

dA with minor radius r and major radius r + dr, such that it
forms an angle α with the horizontal axis passing on s and it
spans over an angle dα.
The area dA can be approximated as rdrdα, while the

number of sensors in dA are ρdA. The contribution to Fl(ρ)
of the sensors in dA is F (r) cos(α) · ρdA. Hence, we can

obtain the force acting on s by integrating on α and r:

Fl(ρ) = 2ρ

∫ π
2

0

∫ rf

0
F (r) cos(α)rdrdα (1)

B. Force exerted by the barrier

Let us consider a barrier of equally spaced malicious sensors

with density λ. Let us also consider a frontline sensor s located
at a distance x < rf from the barrier. We aim at calculating

the force Fb(λ, x), orthogonal to the barrier, exerted by the

malicious nodes on s.
We refer to Figure 2(b). The infinitesimal segment of the

barrier of length dy placed at distance y from the origin, is at

distance d =
√

x2 + y2 from s and contains λdy sensors. The

force orthogonal to the barrier, due to malicious sensors, in

the above mentioned segment, is therefore λdyF (d)x
d
.

The only malicious sensors of the barrier that exert a force

on s are the ones located at a distance lower than rf from

s. For this reason we consider the only sensors located at
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a distance less then yr =
√

r2
f
− x2 from the origin of the

considered reference system. By integrating on y we obtain

the force exerted on s by the malicious sensors forming the

barrier:

Fb(λ, x) = 2λx

∫ yr

0

F (d)

d
dy (2)

C. Estimation of the effect of the BOM attack

The analytical model provided in the previous Sections

VI-A and VI-B allows us to estimate the forces exerted on

frontline sensors by the other legitimate sensors and by the

barrier itself. When the former is greater than the latter, some

legitimate sensors will eventually cross the barrier; by contrast,

none of them will be able to pass through it if the force

exerted by the barrier is stronger than the one provided by

legitimate sensors. The case in which the two forces are

balanced corresponds to the minimum barrier density value

that precludes the flow of legitimate sensors through the

barrier.

In order to estimate the effect of the BOM attack on the

network we consider the following scenario. N sensors are

initially uniformly deployed over a squared AoI. The attack is

performed by a barrier of equally spaced malicious sensors,

deployed along one side of the AoI. Such a barrier starts

moving from outside throughout the AoI, pushing legitimate

sensors away. We refer to the area in which legitimate sensors

are confined without crossing the barrier as monitored area

(MA). The MA is gradually reduced due to the movement

of the barrier. Thus, as long as no legitimate sensor crosses

the barrier, the density ρ of legitimate sensors over the MA

increases and corresponds to the ratio N/|MA|, as these

sensors gradually adjust their positions so as to reach a uniform

distribution.

We assume that the distance of the barrier from frontline

sensors is larger than xmax, where xmax is the minimum

distance from the barrier at which the force exerted by the

barrier is maximised1.

The BOM attack reaches its maximum effect when the

density of legitimate sensors is so high that its pressure

balances the force exerted by the barrier over frontline sensors,

therefore Fl(ρ) = Fb(λ, xmax), and the monitored area MA

reaches its minimum value mMA. mMA can therefore be

calculated as follows:

mMA =
2N

∫ π
2

0

∫ rf
0 F (r) cos(α)rdrdα

Fb(λ, xmax)
(3)

A similar approach can be used to estimate how many

legitimate sensors are needed in order to ensure that mMA

is not smaller than a given value.

The proposed analytical model is general and can be applied

to several approaches based on virtual forces. In the following

section we adopt the PDND algorithm.

1The existence of xmax follows from the fact that the force vanishes at a
distance rf and it is also null on the barrier itself. The uniqueness of such a
maximum value depends on the formulation of the virtual force F (d).

VII. ANALYTICAL MODEL FOR THE PDND ALGORITHM

We now apply the model described in the previous Section

VI to the PDND algorithm [3]. PDND is considered one

of the best algorithms based on VFA currently available. In

particular, unlike several previous proposals, it is formally

proved that, under PDND, the sensors stop moving in a finite

time without position oscillations which are typical of many

VFA based solutions. Furthermore, the algorithm shows very

good performance in terms of coverage and uniformity of the

final sensor distribution.

PDND is an instance of the GVF model introduced in

Section IV, in which the force F (d) is piecewise linear,

being composed of two linear pieces joining at d = rt, with
r∗ < rt < rf . A detailed definition of the force under PDND

is the following:

F (d) =





r∗ − d if d ≤ rt;
(r∗ − rt)(rf − d)/(rf − rt) if rt < d < rf ;
0 if d ≥ rf .

We now calculate the force exerted on frontline sensors

under PDND. As in the previous Section we consider a

uniform distribution of legitimate sensors with density ρ. By
substituting the above formulation of F (d) in Equation 1 we

obtain:

Fl(ρ) = 2ρ
{ r∗r2t

2
−

r3t
3

+
(r∗ − rt)

rf − rt

r3
f
− 3rf r

2
t + 2r3t

6

}
.

Similarly, we consider a barrier of malicious sensors with

density λ. The force exerted on frontline sensors at a distance x
from the barrier can be obtained by substituting the expression

of F (d) in Equation 2:

Fb(λ, x) = 2λx
{
r∗ ln

( rt + yt

x

)
−yt+a

[
rf ln

( rf + yf

rt + yt

)
+yt−yf

]}

where a =
(r∗−rt)
rf−rt

, yt =
√

r2t − x2 and yf =
√

r2
f
− x2.

In Section IX we validate the model through simulations

showing that it correctly estimates the impact of the BOM

attack on a network running PDND.

VIII. THE SECUREVF ALGORITHM

SecureVF provides a method to enable the detection of

malicious sensors performing the OM attack. To this aim,

each sensor verifies the correctness of the movements of its

neighbors at each round. Sensors deviating from the correct

movement are marked as untrusted and ignored from the

current round on. The virtual force is calculated only on the

basis of trusted sensors.

SecureVF extends VFA based deployment algorithms by

providing additional phases, namely movement verification

phase and trusted neighbors communication phase.

A. Assumptions

SecureVF is designed on the basis of the adversary model

introduced in Section III. In particular, we assume that public

key cryptography is in use in order to guarantee integrity and

authentication of the exchanged messages. Notice that the use
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of public cryptography in sensor networks is now commonly

assumed [16], [15].

We also assume the presence of a location verification

protocol [17], [18]. In particular, we assume that a node is

able to verify the position of every other node located in its

radio proximity. If a false position claim is detected, a node is

immediately marked as untrusted and ignored by the legitimate

sensors located nearby.

We assume thatRtx ≥ 2rf , thus a node is in communication
with all the nodes in the area of influence of the neighbors that

affect its movement. Such an assumption is generally valid:

the communication range of sensors is typically 75m-100m

in outdoor environments [19], while it is generally assumed

that rf < 3Rs [3], and Rs seldom exceeds a few meters [20].

Notice that, we do not require the communication range of a

sensor to be a perfect disk. Indeed, there can be anisotropies

provided that a sensor is able to communicate with all sensors

located at a distance 2rf from itself. In environments with a

high level of noise, the distance rf can be reduced accordingly.
We also assume a maximum moving distance per round

of 1/2 (Rtx − rf ). This ensures that any two sensors in the

area of influence each other at a given round will not loose

connectivity at the successive round2.

Finally, similar to previous works on mobile sensor deploy-

ment, we assume that nodes are endowed with low cost GPS

[21], [22] and that they are loosely synchronized.

B. Nomenclature

Let Ct(s) be the set of sensors in the area of influence of

the sensor s at round t. We also denote with N t(s) the set

of sensors which are in communication range with s. Since
rf < Rtx, C

t(s) ⊆ N t(s).
According to SecureVF, in order to calculate the force acting

on itself, a node s takes account of the only sensors in Ct(s)
that it considers as trusted. We refer to the set of such trusted

sensors with N t
trusted(s) while the set of untrusted nodes

discovered until rount t is referred to as N t
untrusted(s). Finally,

the position of sensor s at the current round is denoted with

post(s).

C. The algorithm

SecureVF extends VFA based solutions with mechanisms

for malicious node discovery and isolation. In particular,

SecureVF is round based, but each round comprises four

phases, namely: position communication, movement verifica-

tion, trusted neighbors communication and movement. In the

following we present such phases in detail. The pseudo-code

of the algorithm is shown as Algorithm SecureVF. For the

sake of clarity, in the pseudo-code we omit the cryptographic

operations that must be performed on the exchanged messages.

Notice that we do not consider localization errors of the GPS

positioning system or of the location verification algorithm.

SecureVF can be extended to take into account these aspects.

2VFA based algorithms generally introduce a maximum moving distance
per round to avoid too long movements which may disconnect the network.

Position communication phase (lines 1-3)

At the beginning of each round each sensor communicates

its position to the neighbors in a secure way. In particular,

a sensor s at round t broadcasts the following message:

(s, post(s), t, Sigs) where Sigs is the signature of the same

message signed by s. By receiving the information sent by its
neighbors, the sensor s determines the sets N t(s) and Ct(s).
Notice that, if s discovers that a sensor lies about its position,
s immediately marks it as untrusted.

Movement verification phase (lines 4-17)

In this phase, a sensor s verifies the movements of its

neighbor sensors to determine the set of trusted N t
trusted(s)

and untrusted N t
untrusted(s) neighbors. At the beginning of

the algorithm execution, these sets are initialized so that

N t
trusted(s) = Ct(s) and N t

untrusted(s) = ∅ (lines 4-6).
The set of untrusted neighbors at the current round,

N t
untrusted(s), contains all the sensors of N

t−1

untrusted(s) (line
8) plus possibly other sensors that are detected as malicious

in the current round (lines 9-17). The set N t
trusted(s) is used

in the successive phase for the calculation of the virtual force

acting on s.

A sensor s, in order to verify the trustworthiness of a sensor
q, needs to know the position of all the sensors in the area

of influence of q. This is possible thanks to the assumption

Rtx > 2rf . As a result, a sensor s verifies, for each sensor

q in Ct−1(s), not yet in N t
untrusted(s), the correctness of the

movement of q at the previous round3.

The first check that s performs for a sensor q, in order to

verify the correctness of its movement, is on the truthfulness

of the set N t−1

trusted(q) (lines 12-13). Two inconsistencies can

be detected by s. First inconsistency: the sensor q may have

maliciously omitted s in the set of its trusted neighbors. Since
s knows that it has behaved according to the moving strategy,
q must include s in its trusted set. Second inconsistency: the

sensor q may have pretended the presence of some trusted

sensors in N t−1

trusted(q) which are not physically in its area of

influence to try to justify its movement. The sensor s can detect
such malicious behaviour because N t−1(s) must include the
sensors belonging to Ct−1(q) (sensors in the area of influence
of q) because we assumed that Rtx ≥ 2rf .

If an inconsistency is detected, q is marked as untrusted and
will be hereafter ignored by s when s calculates the virtual

force acting on itself.

If no inconsistency is detected, the sensor s verifies whether
q has moved according to the nodes belonging to N t−1

trusted(q)
(lines 15-17). To this aim, the sensor s calculates the expected
position of q at the current round t, p̂os

t
(q) on the basis of

post−1(q) and the set N t−1

trusted(q) received at the previous

round. The sensor s then compares p̂os
t
(q) with post(q) which

q has just broadcast in the previous phase. If the two positions
are different, s marks q as untrusted. Otherwise, s includes q
in the set N t

trusted(s) which will be used to determine the

virtual force acting on s at the current round t.

3Notice that, the trustworthiness of the sensors belonging to
Ct(s) \ Ct−1(s) will be evaluated at the next round.
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Algorithm SecureVF, executed by node s at round t.

// Position communication:

1 Broadcast post(s);
2 Receive and verify neighbor positions;

3 Determine the sets Nt(s) and Ct(s);
// Movement verification:

4 if t = 0 then

5 Nt
untrusted

(s) = ∅;
6 Nt

trusted
(s) = Ct(s);

7 else

8 Nt
untrusted

(s) = Nt−1
untrusted

(s);
9 for q ∈ Ct(s) s.t. q /∈ Nt

untrusted
(s) do

10 if q /∈ Ct−1(s) then Nt
trusted

(s)← q;
11 else

12 if (s /∈ Nt−1
trusted

(q) ∨ Nt−1
trusted

(q) * Nt−1(s)) then
13 Nt

untrusted
(s)← q;

14 else

15 Calculate p̂ost(q) on the basis of Nt−1
trusted

(q) and
post−1(q);

16 if p̂ost(q) 6= post(q) then Nt
untrusted

(s)← q;
17 else Nt

trusted
(s)← q;

// Trusted neighbors communication:

18 Broadcast the list of nodes in Nt
trusted

(s);
19 Receive Nt

trusted
(z) from any z ∈ Ct(s);

// Moving phase:

20 Calculate F t(s) on the basis of Nt
trusted

(s);
21 Move according to F t(s);

Trusted neighbors communication phase (lines 18-19)

In this phase each sensor s broadcasts the IDs of the nodes

belonging to the set N t
trusted(s) calculated in the previous

phase. This information enables the neighbors of s to verify its
movement at the next round. This broadcast message contains

the following information: (s, q1, q2, . . . , qk, t, Sigs), where
qi ∈ N t

trusted(s) and k = |N t
trusted(s)|.

Moving phase (lines 20-21)

In the moving phase, each sensor s calculates the virtual force
F t(s) acting on itself on the basis of the trusted neighbor set
N t

trusted(s) and moves accordingly.

D. Security analysis

The assumption Rtx ≥ 2rf has direct implication in terms

of capability of a legitimate sensor to detect a malicious

behavior. Indeed, all the sensors located in the area of influence

of a sensor s can only be affected by sensors located in the

transmission range of s, whose position is therefore verifiable
by s.
We recall that, by assumption, sensors can rely on mech-

anisms to also detect false identities. False identities and

position claims are treated by SecureVF according to standard

techniques. The algorithm SecureVF lets legitimate sensors

mark as untrusted and then ignore other sensors performing

these malicious activities, as soon as they are discovered.

As a consequence of the above assumptions the only possi-

bilities for a malicious sensor m to influence the deployment

of the network are the following:

• Type 1: malicious set formation. m classifies some le-

gitimate sensors as untrusted and moves according to a

maliciously formed set of trusted sensors;

• Type 2: malicious movement. m performs a movement

which is not compliant to the force calculated on the

basis of its set of trusted sensors.

Notice that a legitimate sensor never classifies another

legitimate sensor as malicious, due to the correct behaviour

of both sensors in terms of set formation and movements.

Let us consider malicious behavior of type 1. Such a

behavior is detected by the legitimate sensors located in the

area of influence of m which have not been included in

its trusted set. Since such legitimate sensors know that they

have behaved correctly, there is no legitimate reason for m to

include them in its untrusted set. Notice that, the detection of

this type of malicious behavior ensures that m cannot justify

a null movement by advertising an empty trusted set.

We now address malicious behavior of type 2 by providing

the following lemma.

Lemma 1. Given a legitimate sensor s and a malicious sensor

m located in its area of influence at round t, s is capable of

detecting a malicious behavior of type 2 performed by m.

Proof: (Sketch) Since m is in the area of influence of s,
the assumption that Rtx ≥ 2rf implies that s knows the nodes
belonging to the set Ct−1(m) that influence the movement of
m. As the maximum moving distance is 1/2 (Rtx − rf ), s is
still in communication with m at round t+1, so it can verify
whether m moved in compliance with the force calculated on

the basis of its trusted set or not.

Thanks to the above lemma we can assert that SecureVF is

capable to neutralize a BOM attack. Indeed, since under the

BOM attack the movement of malicious sensors is regulated

by the attacking strategy, this movement is unlikely compliant

with the trusted sets of malicious sensors, and especially if

a malicious movement occurs for several consecutive rounds.

Therefore, under the BOM attack, malicious nodes perform a

malicious behavior of type 2. Thanks to lemma 1, legitimate

sensors in the barrier proximity detect a malicious movement

of type 2 within their area of influence and consequently

ignore the malicious sensors performing it. An immediate con-

sequence of this lemma is that SecureVF is able to neutralize

also attacks with multiple barriers, such as the one depicted

in Figure 1 intended to form an unmonitored corridor.

More in general, SecureVF is effective against all attacks

characterized by the fact that all malicious nodes perform

malicious behavior. Nevertheless, it is possible to formulate

attacks in which the set of malicious sensors is split in two

teams. The first team performs malicious movements, as in the

BOM attack, while the second team surrounds the first team

but moves in compliance to the VFA algorithm. If the layer

of the second team is sufficiently thick, legitimate nodes do

not reach the area of influence of any sensor of the first team,

thus they are not able to detect the attack on the basis of a

local observation.

Nevertheless, it should be noted that the number of mali-

cious sensors necessary to perform the above described attack

is conspicuously larger than in the case of a simple BOM
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Fig. 3. BOM attack on a network running the algorithm PDND
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Fig. 4. mMA by increasing the number of malicious sensors (a) and minimum
number of legitimate sensors to ensure a target mMA (b).

attack. Furthermore, in order to ensure that the second team

properly surrounds the first one, malicious sensors must form

the attack configuration in the AoI before the deployment of

the network, which is a not required in the case of the BOM

attack. An early deployment is necessary to ensure that no

legitimate sensors can reach a sensor of the first team even by

chance.

IX. EXPERIMENTAL RESULTS

In this Section we experimentally confirm the results pro-

vided by the analytical model proposed in Section VI and

we study the efficacy of SecureVF to counteract the BOM

attack. In order to do so, we developed a simulator on the basis

of the Wireless Module of the Opnet simulation environment

[23]. We use the following simulation parameters: Rs = 5m,

Rtx = 25m, r∗ =
√
3Rs, rf = 1.2r∗, moving speed 1m/s,

size of the AoI 150x150m2.

A. Validation of the analytical model

In this Section we verify through simulations the capability

of the analytical model to predict the effects of the BOM attack

on a network running the PDND algorithm [3] without any

security mechanism.

The goal of the attacker is to reduce the monitored area, that

we defined as the portion of the AoI in which the legitimate

sensors are confined without crossing the barrier. In particular,

we use the analytical model of the impact of the BOM attack

described in Section VI-C to answer the following questions

and confirm the results through simulations: (Q1) Given a

number of legitimate sensors, which is the minimum moni-

tored area (mMA) as a function of the number of malicious

sensors deployed? (Q2) Given a number of malicious sensors,

how many legitimate sensors are needed in order to ensure

that the MmMA is not smaller than a certain value?

We consider a scenario where legitimate sensors are initially

randomly deployed over the AoI while malicious sensors form

a barrier parallel to one edge of the area. Figure 3(a) shows the

considered scenario with 500 legitimate sensors (black dots)

and 35 malicious ones (red dots). The grey and red circles

are the sensing areas of legitimate and malicious sensors,

respectively. Malicious sensors perform the BOM attack by

moving the barrier from the right to the left. When the barrier

starts moving across the AoI legitimate sensors are repelled,

resulting in a reduction of the monitored area (Figure 3(b)).

As the size of the monitored area decreases, the density of

legitimate sensors increases, thus the force exerted by the

barrier is no longer sufficient to repel legitimate sensors and

some pass through it (Figure 3(c)).

We performed two sets of the experiments in which the

results obtained through the analytical model are compared

to those obtained through simulations. In the experiments the

mMA is calculated as the portion of AoI in which legitimate

sensors are confined when no more than 3% of legitimate

sensors cross the barrier.

In the first set of experiments, we deploy 500 legitimate

sensors and we increase the number of malicious sensors.

Figure 4 (a) shows the results of the first set of experiments.

The theoretical analysis shows a good fit with the experimental

curve. The results show that even a small number of mali-

cious nodes can cause serious damage to the network. As a

numerical example, the attacker is able to reduce the mMA

to less than 50% of the AoI by compromising only the 7%

of legitimate sensors. This shows the detrimental effect of the

BOM attack when no security mechanisms are in place.

In the second set of experiments, shown in Figure 4 (b), we

deploy 30 malicious sensors and show the minimum number

of legitimate sensors that are necessary to balance the effect of

the barrier when the size of the mMA corresponds to a given

target value. Also in this case the analytical model shows a

good fit with simulations in predicting the effect of the BOM

attack. In order to achieve a mMA larger than 80% of the

AoI, the number of legitimate sensors has to be more than 23

times higher than the number of compromised sensors (700

legitimate sensors, against 30 malicious sensors). Similar to

the first set of experiments, this set also shows how easy it is

for an attacker to compromise the monitoring capability of a

VFA based network.

B. Performance evaluation of SecureVF

In this section we experimentally show the efficacy of Se-

cureVF against the BOM attack and evaluate its performance.

Notice that, SecureVF can adopt the force formulation of

any deployment algorithm modeled by the GVF algorithm

introduced in Section IV. In the experiments SecureVF is

based on the force formulation of PDND, and we compare

it to the basic version of PDND.

In order to evaluate the performance of SecureVF, we

consider a scenario where malicious sensors form a barrier that

splits the AoI in two halves. Legitimate sensors are randomly

deployed on the left side of the barrier. Malicious sensors do

not move but honor the communication protocol according

to the OM attack. In particular, under SecureVF, malicious

sensors advertise a trusted set that contains every node in their
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(a) (b) (c)

Fig. 5. Initial deployment (a), final deployment under PDND (b) and under
SecureVF (c)
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Fig. 6. SecurVF: average deviation measured by the legitimate sensors

area of influence to avoid easy detection due to a malformed

set.

Before showing the experimental results, we give an ex-

ample of the execution of PDND and of SecureVF in the

considered scenario. In the example 500 legitimate sensors

and 35 malicious sensors are deployed. Figure 5(a) shows

the initial sensor distribution while Figures 5(b) and (c) show

the final deployment achieved under PDND and SecureVF,

respectively. Since the barrier density is sufficiently high, no

legitimate sensor is able to cross the barrier under PDND. On

the contrary, SecureVF is able to cover the AoI: legitimate

sensors detect the malicious movement of the sensors on the

barrier which is not compliant with their trusted set. As a

result, malicious sensors are ignored and full coverage is

achieved.

Figures 6 (a-b) show a 3D representation of the execution

of SecureVF. The z-axis shows the average deviation, with

respect to the correct movement, measured by legitimate

sensors in their area of influence.

The measured deviation is higher when all legitimate sen-

sors are still on one side of the barrier, since the force exerted

on the malicious nodes is higher. Such a deviation decreases

as the legitimate sensors cross the barrier due to the presence

of legitimate nodes on both sides which partially balances

the forces exerted on malicious nodes, making the choice of

remaining still closer to the correct movement.

We now show the performance comparison between PDND

and SecureVF in the considered scenario. We also show

the performance of PDND in absence of malicious sensors

(PDND-Free in the figures). We studied several performance

metrics by increasing the number of legitimate sensors while

the number of malicious sensors is 35. Such metrics are related

to legitimate sensors only.

Figure 7(a) shows the coverage achieved by the two algo-

rithms. SecureVF is not affected by the presence of malicious

sensors. Legitimate sensors are able to detect the incorrect

behaviour of malicious sensors and consequently ignore them.

As a result, SecureVF achieves the same coverage of PDND-

Free. On the contrary, the PDND algorithm is strongly affected

by the presence of the barrier. The malicious sensors are able

to impede the spread of legitimate sensors by confining them

to the left side of the barrier. Coverage increases when the

number of legitimate sensors is sufficiently high to let some

of them cross the barrier.

Figures 7(b-c) depict the traversed distance and the num-

ber of movements, respectively. SecureVF requires the same

traversed distance and number of movements of PDND-Free,

showing that our algorithm introduces no overhead in terms of

movements since it behaves as if malicious sensors were not

present. Notice that, when the number of legitimate sensors is

close to the minimum to achieve full coverage (400 sensors

in our setting) more movements are required to the sensors

in order to find their final positions due to poor redundancy.

Under PDND, both metrics start increasing as soon as there

are sufficient legitimate sensors to let some of them cross the

barrier.

In Figures 7(d) we show the cumulative energy consump-

tion per sensor. Sensors consume energy for communications

(sending and receiving messages), start and stop actions, and

movements. We consider the energy cost model expressed in

energy units (eu) adopted in [21], [24], [22], [25]: receiving

a message costs 1eu, sending a message 1.125eu, 1m move-

ment and starting/stopping a movement cost the same as 300
messages.

SecureVF has a higher communication cost with respect to

PDND. Indeed, under SecureVF each sensor has to commu-

nicate at each round its trusted set. Thus, the cost of commu-

nications increases with the sensor density. Nevertheless, Se-

cureVF does not introduce overheads in terms of movements,

which are known to be the most energy demanding activity

of mobile sensors. As a result, the energy consumption under

SecureVF is close to the one of PDND-Free. The overhead

introduced by SecureVF allows legitimate sensors to detect

malicious sensors and to ignore them, thus letting the network

achieve its coverage goals.

Figure 7(e) shows the termination time of the algorithms,

that is the time at which the sensors stop moving. SecureVF

shows a higher termination time than PDND-Free. This is due

to the longer communication phase of each round, necessary

to exchange the trusted set. Nevertheless, the termination time

of PDND-Free is on average only 30% lower than the one of

SecureVF. PDND terminates earlier because a large fraction

of legitimate sensors is confined on the left side of the barrier.

The experiments reported above may seem to show that, by

deploying 1000 sensors, PDND achieves better performance

than SecureVF. Nevertheless, it is sufficient to slightly increase

the number of malicious sensors in order to make 1000 sensors

unable to cross the barrier. In order to show this, we perform

some experiments by fixing the number of legitimate sensors

to 1000 and by increasing the number of malicious sensors.

Figure 7(f) shows the obtained results, pointing out that, by

compromising only 5% of the legitimate sensors, coverage

drops to the 50% of the AoI.

In order to further motivate the advantage of SecureVF with

respect to PDND, we experimentally calculate the minimum
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Fig. 7. Coverage (a), traversed distance (b), number of movements (c), consumed energy (d), termination time (e). Coverage achieved with 1000 legitimate
sensors (f) and minimum number of sensors need to achieve full coverage (g).

number of legitimate sensors required to achieve full coverage

of the AoI by increasing the number of malicious sensors.

Figure 7(g) shows the obtained results. SecureVF requires 500

sensors to achieve full coverage independently of the number

of malicious sensors deployed. By contrast, PDND shows a

linear increase in the number of necessary legitimate sensors to

cover the AoI with respect to the number of malicious sensors.

X. CONCLUSIONS

In this paper we pointed out, for the first time in the

literature, the security vulnerabilities of deployment algorithms

based on VFA. We introduce the OM attack, specifically

tailored for mobile sensor deployment algorithms. We analyt-

ically studied a particular type of OM attack, where malicious

sensors form a barrier, showing its detrimental effect on

network coverage.

We propose SecureVF to counteract the OM attack. We

show that SecureVF enables the detection of malicious be-

haviours and we investigate its performance through simula-

tions. Results show that under SecureVF the coverage goals

of the network are achieved at the expense of a low additional

energy consumption.
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