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Abstract—Full knowledge of the routing topology of the In- [13] use the Traceroute utility [14] to collect path infortica.
ternet is useful for a multitude of network management tasks Traceroute sends hop-limited packets from a source monitor
However, the full topology is often not known and is instead y, 5 gestination in a network. The source collects responses
estimated using topology inference algorithms. Many of thee - .
algorithms use Traceroute to probe paths and then use the from intermediate rquters and constructs a Traceronatee.
collected information to infer the topology. We perform red  The Network Operation Center (NOCdllects the traces from
experiments and show that in practice routers may severely all monitors and uses this information to infer the topology
disrupt the operation of Traceroute and cause it to only provde  Traceroute based techniques are more effective in infpthia
partial information. We propose iTop, an algorithm for infe rring routing topology than network tomography approaches.

the network topology when only partial information is available. -
iTop constructs a virtual topology, which overestimates tle Most of the previous approaches based on Traceroute [7],

number of network components, and then repeatedly merges [8], [9] assume that internal routers fully comply with the
links in this topology to resolve it towards the structure of information collection process. However, in practice ssut
the true network. We perform extensive simulations to compee  configurations, privacy policies, and firewalls may prevent
iTop to state of the art inference algorithms. Results show some routers from correctly cooperating, as we show through

that iTop significantly outperforms previous approaches am its . . . . .
inferred topologies are within 5% of the original networks for real experiments in this paper. We classify the behavior of

all considered metrics. Additionally, we show that the toptogies internal routers with respect to Traceroute probes in three
inferred by iTop significantly improve the performance of fault  categoriesresponding, anonymous and blocking routers. Re-
localization algorithms when compared to other approaches sponding routers correctly participate in Traceroute afiens.

Index Terms—Topology inference, Partial information, Fault ~Anonymous routers do not send responses back to the source
localization. but do forward requests to other routers in the path. Blagkin
routers drop all Traceroute packets and do not send response
preventing the collection of any further information abths

) ) Eath. We refer to blocking and anonymous routers collelgtive
Knowledge of the routing topology of the Internet is o S non-cooperative routers.

fundamental importance for a wide variety of network man- Our experiments show that with the most common versions

agement tasks. For example, the design of overlay NetwogS o eroute more than0% of the routers in a path are
[1] and the localization of failures [2] can significantlyriefit anonymous. Furthermore, more than% of the Traceroute
from accurate and thorough knowledge of the network topgfzqes 4o not reach the destinations due to blocking rquters
ogy [3], [4]. This information is often unavailable for Vaus  and according to recent studies this number can be as high
reasons such as unplanned cha_nges, network dynamics 2099, [15]. As a result, most of the previously proposed
heterogeneous network ownership. As a result, the net\’\’(ﬂr)lﬁology inference algorithms based on Traceroute carirfail

topology must often be inferred by means of topology infefy| seenarios, as they assume the full cooperation ofniater
ence algorithms. routers

) Previous work on topology inference is typically based on Despite the severe impact of nhon-cooperative routers on the
e|the.r network tomography.or Traceroute. Both methods place information gathered by Traceroute, only a few works coersid
special nodes callednonitors at the edge of the networkthe problem of topology inference with partial information

and use these monitors to probe the network. Network tﬂ'O], [11], [12], [13]. As our results show, even the best

mography approaches [3], [5], [6] are only able to infer o torming inference algorithms largely underestimate th
simplified representation of the actual network-layer togg  \oqative effect of non-cooperative routers, and are nat abl

[6]. Traceroute based techniques [7], [8], [9], [10], [1[2], accurately infer the network topology.

I. INTRODUCTION
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and Computer Engineering, Pennsylvania State Universijyersity Park, infer the network topology in the presence of both blocking
PA. E-mail: {bdh5027, tati, tlp}@cse.psu.edu _ o and anonymous routers. The inference process of iTop is
S. Silvestri is with the Department of Computer Science,ddisi Univer- . e .
sity of Science and Technology, Rolla, MO. E-mail: silvisg@mst.edu guided by a novel classification of the routers based on the
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In the first phase, iTop uses the partial path knowledge &source towards a destination. Traceroute works in rounds,
construct an initialVirtual Topology where the gaps createdwhere in thek-th round packets are sent with a Time to Live
by non-cooperative routers are filled with virtual routersla (TTL) value of k. Intermediate routers on the path decrement
links. Routers in the virtual topology are classified depegd the TTL and alert the source if the packet expires before
on their behavior with regards to Traceroute. The virtuakaching the destination. By collecting these error messag
topology contains redundant elements with respect to thke réhe source discovers the routers on the path to the destnati
topology. This redundancy is reduced by means of mergingThree main variants of Traceroute are commonly used:
operations. These operations are executed on the basidGNIP-, UDP- and TCP-based. These differ in the type of
merging options calculated in the second phase, which arexchanged packets [15]. ICMP Traceroute sef@dP Echo
derived from consistency conditions and router classificat Reguest packets towards the destination and intermediate rou-
Finally, in the third phase iTop iteratively merges the 8nk ters reply with anlCMP Time Exceeded or Time to Live Ex-
the virtual topology according to the merging options pded pired in Transit packet when the TTL reaches zero. When the
by the previous phase. destination receives the packet it replies withl@MP Echo

We compare iTop to existing state-of-the-art algorithmss fpacket. UDP- and TCP- based Traceroute work in a similar
topology inferencing with partial path information [10[L]] manner, but use different types of exchanged packets. UDP
using a thorough series of simulations on both realistic afdlaceroute transmits UDP packets to an invalid destination
random networks. Results show that for all of the considergdrt value, while TCP Traceroute sends a TCP SYN packet to
metrics iTop significantly outperforms previous approachea well-known port, such as the default port of a web server.
In particular, the topologies inferred by iTop are within 5% Due to these differences, the three variants of Tracerouce
of the real topologies with respect to relevant metrics sa&h possess varying capabilities to acquire path informatimn t
the number of nodes and edges, the degree and betweegt@ssdestination. For example, intermediate routers can be
centrality distributions, and a recently proposed metiih® configured to not reply to or completely discard ICMP packets
joint degree distribution [16]. Furthermore, firewalls may filter packets to unknown ports or

We also consider fault localization as an application td-evaorts that do not belong to established TCP connections.
uate and compare topology inference techniques. We propose this section we describe real experiments that we per-
a set of metrics to evaluate the output of fault localizatiofprmed to show that all Traceroute variants only allow the
algorithms when applied to an inferred topology. We use gbllection of partial path information. Our results confithe

popular fault localization algorithm called Max-Coverd@¢ experimental analysis provided in [15].
Results show that iTop outperforms other topology infeeenc

approaches. It provides an accuracy close to the accuraty th
would be achieved by knowing the real topology at the experée
of a small increase in the number of false positives. In order to characterize the gathered information, we clas-
To summarize, our contributions are: sify network routers into three categories with respechtart
« We perform real experiments showing that the Traceroutehavior regarding Traceroute probBssponding routers are
tool is only able to collect partial information due to theouters that correctly take part in Traceroute and replyhto t

Experimental setup and trace analysis

presence of non-cooperative routers. source as described abowvenonymous routers do not send
« We introduce iTop, a new approach designed for topologyreply to the source when the TTL of a Traceroute probe
inference with partial information. expires, but do forward Traceroute requests and repliesngbm

« We compare iTop to state-of-the-art inference algorithnigom other routers. Finallfglocking routers neither respond to
through extensive evaluation. Results show that iTdpe source as the TTL expires nor forward Traceroute probes
significantly outperforms previous approaches and closeind replies coming from other nodes.
infers the real topologies for all the considered metrics. The experiments were executed as follows. Traces were

« We propose metrics for evaluating fault localization algasollected by using ICMP, UDP, and TCP Traceroute to probe
rithms when applied to inferred topologies. We demorthe paths to a set of 100 destination websites from a source
strate that these algorithms perform best when usihgeated on the Pennsylvania State University, UniversaykP
the topologies inferred by iTop out of all consideredampus. For UDP and TCP Traceroute, traces were collected
approaches. using the default destination port numbers. We also catect

A preliminary version of iTop appeared in [17]. In this papeiraces using other ports and observed similar restite

we provide the results of real experiments to motivate odestinations were selected to include a wide variety oksite
work. In addition, we study the complexity of iTop, and wdn particular, we used well-known sites from various locas
formally prove its advantages in the common scenario of h@pound the world such asn.com, bbc.co.uk, and europa.eu.
topologies. Furthermore, we performed experiments ingial  The maximum path length was set to 30, so each individual

and random networks, and we apply topology inference in thi@ce is of the form(z, 2, ..., x,) for n < 30, where each
context of failure localization. x; contains either an identifier of the router locatethops
from the source if a response was received or the indicator
Il. MOTIVATING EXPERIMENTS WITH TRACEROUTE for no response otherwise.

Traceroute [14] is a well-known tool for path discovery in If a response was received for routgrthen it is obviously
IP-based networks. The tool sends hop-limited packets framresponding router. Any router; which did not provide a
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response is classified as anonymous if there is some respqguatts. As a result, they are not discarded by intermediate
ing routerx,; for which ¢ > j. A path contains a blocking routers

router if there exists ay,, such that for eachi > k, «; equals  As previously described, we assume that anonymous routers
x. Note that we cannot conclude that is blocking, as the forward Traceroute packets but do not send responses as the
same trace can be generated by a series of anonymous rouk@its expires, while blocking routers discard and ignore any
immediately preceding a blocking router. Traceroute packets they receive. We assume that routers are
consistent in their behavior with respect to Traceroutédpso

| ;race typte) f — t [ 'Cl'\ip | U9D5P | Tgp | during the monitor information collection.
VJ. number or responding routers . _
Percentage of anonymoUs Touters 5% 12 6% T 18.7% We assume that tracgs are pre processed at the NOC through
Percentage of unreachable destinatidhs34% | 90% | 67/% standard alias resolution techniques [7], [8], [9] befane t
Table | execution of topology inference algorithms.
SUMMARY OF THE EXPERIMENTAL RESULTS Our ObjeCtive is to infer a tOpOlOgy from the partial infor-
. mation collected by monitors, which is as close as possthle t
B. Experimental results the GT topology.
Table | shows the number of responding routers, the per-
centage of anonymous routers per patind the percentage IV. ITOP APPROACH

of unreachable destinations. ICMP Traceroute perform&bet |, this section we present iTop, our topology inference
than the other versions, as ICMP packets are not discar roach for partial path informatiofiTop makes use of

as often as UDP and TCP packets. As a result, this versigpceroute to probe the network and infers the topology from
is able to identify more responding routers and reach mqjg, gathered traces. We do not assume a specific version of
destinations. However, it should be noted that the pergerdéa Traceroute, since iTop can work with any of the versions
unreachable destinations may be underestimated, due ® SQf@scribed in Section II.
routers spoofing the source address of the ICMP responsgron operates in three phases. In the first phase, it ana-
[15]. These results highlight that all versions are sigaifity lyzes the traces and constructs Wietual topology Gy =
affected by the presence of anonymous and plocking route<r§VT’ Byvr), which is a vastly overestimated topology com-
as even with ICMP Traceroute2% of routers in a path are ared to the ground truth. During the construction of theair
anonymous and4% 01_‘ the destinations cannot _be reached. At%pology, iTop classifies nodes in the virtual topology o th
a result, a large portion of the topology remains unobservegsis of their observed behavior with respect to Traceroute
These results motivate the need for a topology mferenﬁgobes_ In the second phase, iTop determinestige options
algorithm that specifically takes into account the limda8 for each link in the virtual topology. These options indiat
of information provided by Traceroute. pairs of links in the virtual topology that can be merged ehil
preserving consistency with respect to characteristicthef
1. NETWORK MODEL ground truth topology observed in the traces and the node

We refer to the real topology as th@round Truth (GT) cIassifiqation_s assigned in the previous phase. In the third
topology. This is represented by an undirected graph — Phase, iTop infers the merged topolaGy,r = (Var, Enr)
(Var, Ear), whereVgr is the set of nodes in the network and iteratively merging pairs of links based on their merge
Egr is the set of links connecting them. A set of nodes iRPtioNs and removing any merge options made invalid as a
Ver is designated as monitors in the netwaBkich monitors "€Sult.
are hosts external to the network and do not need to be
owned, or run in cooperation with, the network providers. A&. Virtual Topology Construction

a result, they are very inexpensive general purpose maehinethe NOC collects the information gathered by all monitors

and do not incur an expensive infrastructure deploymentyng constructs the virtual topology as follows. Considen tw
Similar to previous works on topology inference [10], [14/k monitorsm; andm. connected by the patt,v1, vo, ...,

assume that the routing algorithm uses shortest paths and {h | ., In order to maximize the gathered information, both
a single fixed path is used between each pair of monitors. Qypitors take part in the information collection process by
approach can be easily extended to different routing gfi@ge rohing the path. The monitors first estimate their mutugl ho
We further assume that pairs of monitors have a mechamaqgtanc&l(mhmﬁ and then execute Traceroute. The gathered
to measure the hop distance of the path between them. E@tes and hop distances are sent to the NOC.

example, the hop distance can be measured using the TTL fieli{ode classification.The NOC analyzes the traces to infer
of UDP packets exchanged between monitors. By setting #j virtual topology and partition the nodes into classémsE
TTL to a large known value, monitors can measure how Muglysses are introduced in order to guide the merging process
it has decreased when the packet is received and calcutateh iTop and reflect the router behavior as observed by the
number of hops traversed. These packets are not Tracerogfigceroute probes. We define five classes of routers. Classes
packets and are exchanged between cooperative hosts on 0p@Rq 5 refer to responding, anonymous and blocking routers,

N _ _ _ respectively. The available information may not be enough
The percentage of anonymous routers is estimated as tlee bettiveen ble th | ificati N d . f th
the number of anonymous and responding routers discovaracpath, since to enable the classification of some nodes Into one ot these

the presence of blocking routers may prevent the discovesome routers. categories. For this reason, we include two additional,emor
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Figure 1. Node class hierarchy. Figure 2. Example: GT (a) and virtual topologies (b).

, . . way to determine whether they are responding or not. This
generic, classesnon-cooperating, NC, and hidden, HID. process is repeated for all communicating monitor pairs.

NC nodes can be either anonymous or blocking, WIED  * ¢ £l constructed VT topology overestimates the net-

routers can be responding, anonymous or blocking. As atresyl,y pecause it contains multiple anonymous, blocking, and
node classes form a hierarchy, as shown in Figure 1. L&gfijen nodes which are the same router in the GT topology.
classes are dgflmte while internal classes are more genegf,ce these routers are all represented in the traces by a *
When processmg the collected traces, the NOC mgrks ?%ﬁgre is no simple way to determine which ones are the same.
router as belonging to one of these classes as described infierefore they are assumed to be separate nodes until merged
following. in the third phase of iTop.

Anonymous routers. Consider the case in which a monitor The Comp|exity of the virtual top0|ogy construction phase
my uses Traceroute to probe the pathntg and successfully depends on the size of the s&t of probed monitor pairs.
receives a response from,. Since a reply was received, theggr each paifm;,m;) € M, iTop analyzes the trace between
NOC can conclude that the path does not contain any b|OCk|ﬂ|ﬂ3m and updates the current VT graph according|y_ Theﬂengt
router. As described in Section 2, the trace from will be  of the trace is linear with respect to the distanier;, m;).

of the form(ma, @1, ..., ,—1, m2) Whered(mi,mz) =n and  Since graphs updates can be performed in constant time, the
eachz; either identifies a router; that is responding or is overall complexity of this phase i9(|M]).

a * to denote no response. As there are no blocking routeg example

in the path, all routers corresponding to a * in the trace musigures 2 (a-b) show an example of a GT topology and the
be anonymous. The NOC adds a node in the virtual tOpOlOngresponding virtual t0p0|ogy_ The |egend in Figure 2 (a)
for each responding router observed in the trace and cominggliicates the type of each node as it exists in the GT topology
them accordingly. It marks these nodes as responding aiili is marked by the NOC in the VT topology. In this example
combines multiple instances of the same responding rout@g assume that nodes A, E, F, G, and | act as monitors and
reported by other monitors to avoid duplication of observagie following pairs of monitors communicate: A-E, A-F, A-G,
components. The anonymous routers and the links connectg, E-F, E-G, and G-I. All paths are shortest distance, and
them are also added to the virtual topology. A node is addg@sk path from A to E goes through B, C, and D.
for each * in the trace and it is marked as anonymous. In the path A-F, the blocking router B drops all Traceroute
Blocking routers. If the path does contain at least ongackets sent from A. As a result, A receives no reply from
blocking router then the trace acquiredtay will not contain C or F. In the other direction, F can detect the segment F-C,
a response fromn,. In this case the NOC can combine théut B prevents the collection of further information. By ngi
traces obtained byn; and moy to create the tracém;,x;, the measured hop distance, F and A can determine that the
cey Ty ¥y ¥, Tp_j, ..., ,Tn—1,M2) Wherez; andz,_; path is composed of exactly three hops. Therefore, the NOC
are the last responses receivedsby and ms, respectively. determines that there is only one blocking router betweemth
The NOC treats the trace fragmetts, ..., z;) and(z,—;, and adds the path A-B1-C-F to the virtual topology, with B1
.., Tn—1, mg) as described above, adding responding amdarked as blocking.
anonymous routers in the virtual topology. The NOC uses theln the path A-E, the blocking routers B and D prevent
hop distancel(m, ms) to infer that there are — j —i — 1 the identification of the responding router C. The monitors
unobserved routers in the trace fragmént,q,...,z,—;_1). measure a path length of four, and the NOC adds the path
The NOC adds these routers to the virtual topology ameB2-C1-D2-E to the virtual topology. Both B2 and D2 are
connects them to fill the gap in the path between the routensrked as non-cooperative, while C1 is marked as hidden.
already added. How these nodes are marked depends upbis is repeated for all paths in the network. The resulting
the number of unobserved routers. If there is only one routértual topology is shown in Figure 2 (b).
betweenz; andz,,_;, thatisi+1 = n—j—1, then that router ~ Note that the virtual topology contains a larger number of
must be blocking and is marked as such. Otherwise, the N®@Gdes and links than the GT topology. Some of the nodes in
can only conclude that there is at least one blocking router Figure 2 (b) correspond to the same nodes in the GT topology.
the fragment, but cannot uniquely identify it. As a result, in the case of nodes B, D, and H, this is because they are non-
marksz;+, andz,—;_1 as non-cooperative while all routerscooperative, thus the traces for paths they occur in onlyaton
between them, if any, are marked as hidden since there isa for their response. C is located between blocking routers
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B andD so it also appears in the VT as a hidden node. endpoint compatibility, but will allow (H1,l) and (H2,l) to
satisfy all three merge option requirements.

The merging option phase analyzes all link pairs in VT
. . . o ., and for each pair it verifies if merging such links would
In order to inferGyr from Gy, iTop identifies the valid violate the conditions described above. Trace preservaam

merge options for each link; in Eyr, i.e., the setof links " p oo in constant time by keeping a table in which we
with which e; can be merged. We introduce three cond|t|o\:§Ore for each link the paths in which it appears. Distance

B. Merge Options

which have 1o be satisfied for a merge option to be vall reservation for a link pair can be verified by calculating

Thege condiFions check the consistency ofamerg.e optidn e new distances that would result by merging the link in

the |r_1format|on ga_tthergd from thg traces and with the no e pair, and by comparing them with the previous distances.

cla_?s |f|catt|'3|r.1 growtdedﬂl? thetpr;e}aokus prr:_aie. lid The Floyd-Warshall algorithm can be used, with a worst-case
€ setii denotes e set of finks Which are vall merggomplexity of O(|VA-7|?). Finally, link endpoint compatibility

options for linke;, and initially M; = 0 for eache; € Eyr.  oanhe checked in constant time by using the entries of Table
The sets of merge options are then used during the merg@g

; . . As a result, the overall complexity of the merging option
phase to determine which merges occur and in what order. : 9 3 plexity ging op
. . .. . . ase IS()(|EVT| X |VVT| )
define the following conditions for merge options, which ar

checked for each pair of links. C. Merging Links

Trace Preservation: Since paths do not contain loops, a link The next phase merges the links in the virtual topology
will never appear twice in the same path. A merge optiag derive the iTop topologyG . Initially, Gur = Gy
between two links satisfies the trace preservation if thes@e merging phase reducés,r by iteratively merging pairs
links do not appear together in any path. More formally, Ig¥f jinks based upon the existing merge options. Each merge
p1,---,pm) be the probed paths, where each path is a setmbines two links inZ,;», combining their endpoints and
links. Trace preservation is verified for two links ande; if reducing the number of components in the network accord-
fpr, st.e; € pr ande; € py. ingly. When no merge options remain, the merging phase is

Distance Preservation:The distance between two monitorSOMplete and the iTop topology is finalized.
in Gyr is consistent with the traces. The merging process _ _ _
keeps this consistency by preventing any merges which would!gorithm 1: iTop Merging Phase

decrease this distance. Formally, t6f’;/ be the topology
resulting by merging two links; ande;. Such links verify the

Input: Initial iTop Topology Gy = (Vvr, Evr),

Merge OptionaVi; for each linke; € Eyr

distance preservation if for each pair of communicating mon Output: Merged iTop TopologyG yrr = (Varr, Envir)

itors my, mo the distancel c:.; (my, mz2) = day .. (m1, m2).
MT
2

Link Endpoint Compatibility: A merge option between two *
links is valid if there is a way to combine their endpoints
without violating the hierarchy in Figure 1. Intuitivelyhe
merging process can only increase the specialization otia.no5
Table 2 shows the types of endpoints that compatible links

1 while 3e; € Eyr st M; 75 ¢ do

€ = argmine, e gy |Mil;
ej = argmine;em, |M;;
/'l Endpoi nt conpatibility check
if C(e;,e;) = true then
/1 Link merging
L Merggle;, e;);

can have. Entries in this table can be reversed, for example®R | €lse
Ais the same as A-R. If two links have incompatible endpoints L Mi = Mi\{e;};
then the entry is marked with an “-". Otherwise the entry M; = Mj\{e:};

contains the endpoint classes of the link that would redult i -

the links were merged. The entries where two routers with reurn Gur = Vi, Bur)

class R are combined are valid only if the responding roster i

the same in both links. How the endpoint types of the mergedAlgorithm 1 shows the pseudo-code of the merging phase.

links are decided is further described in the merging phakie €ach step, iTop chooses two links and attempts to merge

section. them. Several alternatives are possible to determine tther or
Referring to the example VT topology in Figure 2 (b)gn which links are merged, which influence the resulting final

it is possible to see how combinable endpoints supplemédfpology. Since links with few merging options have fewer

distance and trace preservation. Those two rules alonederovnerging possibilities, they are more likely to be the samk li

no restrictions on the classes of link endpoints that cdmthe ground truth topology. On the basis of this observatio

be combined, so merging all vertically aligned links, sucWe first select the linke; with the fewest merging options,

as (A,B1), (A,B2), (AH1), and (G,H2), would be possiblé‘nd then linke; which has the fewest merging options out of

without checking endpoint compatibility. Table 2 showstthdhe links with whiche; can be merged (Alg. 1, lines 2-3). We

R-B and R-A links should not have a merge option, s@xperimented with several alternative heuristics and the o

this will prevent (A,B1) from having a merge option withdescribed above provides the best results.

(A,H1). Further, the fact that the identities of respondiiogles Endpoint compatibility check

are known will prevent (A,H1) and (G,H2) from satisfyingBefore merging two links, their endpoint compatibility is
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| [ RR] RA | RB | RNC | AA [ AHID | NC-NC | NC-HID | HID-HID | ANC | BNC | AB |

R-R - - - R-R

R-A - R-A - R-A - R-A - R-A R-A

R-B - - R-B R-B - - - R-B R-B

R-NC - R-A | R-B | R-NC - - - R-NC R-NC -

A-A - - - - A-A A-A A-A A-A A-A A-A - -
A-HID - R-A - - A-A | A-HID A-NC A-HID A-HID A-NC A-B A-B
NC-NC - - - - A-A A-NC NC-NC | NC-NC NC-NC A-NC | B-NC | A-B
NC-HID - - - - A-A | A-HID NC-NC | NC-HID NC-HID A-NC | B-NC | AB
HID-HID R-R| R-A | R-B | RRNC | A-AA | AHID NC-NC | NC-HID | HID-HID | A-NC | B-NC | A-B
A-NC - - - - A-A A-NC A-NC A-NC A-NC A-NC A-B A-B
NR-NC - - - - - A-B B-NC B-NC B-NC A-B B-NC | A-B

A-B - - - - - A-B A-B A-B A-B A-B A-B A-B

Table T
COMPATIBLE ENDPOINT CLASSES AND RESULTING CLASSES AFTER MERNG. BOLDED ENTRIES ARE VALID ONLY IF BOTH OF THE MERGED
RESPONDING ROUTERS ARE THE SAME

rechecked by the functio@’(), (Alg. 1, line 4), according which could have been merged with bethande; retain their
to Table 2. This check is necessary as previous merges mmagrge option withe; and the merge option far; is removed.
have changed the links’ endpoint classes since the inltietk Any links which had a merge option with eitheror e; but not
during the merge option phase. both have that option removed. This ensures thatan only
Additionally, each path containing one of the two linkde further merged with links that before were valid merges fo
is checked to make sure it will retain a coherent orderirgpthe; ande;. The link e; is then removed frond ;.
of link endpoints should the merge occur. This coherenceMerge(e;,e;) also changes the endpoint classes epf
check is necessary because iTop is designed to keep d&ceording to Table 2, where the endpoint classeg;oand
endpoint classes as generic as possible during the mergingare matched to the first row and to the first column of
phase. Furthermore, as explained in the Link merging sectithe table, respectively. The classes are changed accaialing
below, iTop does not commit to one specific direction if therhe hierarchy in Figure 1. The link with the most specialized
are two alternatives to combine the endpoints of the linksde endpoint (i.e., lower level in the hierarchy) determinesdltass
merged until this is implied by the merge operation. Sina&f the resulting endpoint. We keep the endpoints as generic
each link has two endpoints, there are two different ways &% possible during the merging operations in order to fatli
which the endpoints can be combined and both may resfutther merging.
in the same amount of generality without violating distance Since links have two endpoints, there might be two alterna-
preservation. A path consisting of links, ..., e, is coherent tives to merge them. In most scenarios, one of these alteenat
if there exists a mapping of node classes . ., c¢,+1 such that is generally ruled out by the classes of the endpoints, the
the endpoint classes of eaehare combinable with classes coherence of paths, or the links sharing that endpoint. ffeno
andc; 11, according to the node class hierarchy. The mappimg these cases apply, iTop does not immediately commit to
should contain specific responding routers instancesgadst either way of combining them. This is done to avoid speciyin
of just the responding class, because each responding rothe classes of link endpoints beyond what is implied by each
is identifiable. merge. As a result, iTop has more freedom in what merges
For the VT topology in Figure 2 (b), consider checking thean be performed in later iterations. Only when no further
coherence of path A-B2-C-D2-E if the link (B1,C), of tyd& merges can be carried out and there are still links for which
B, is merged with (B2,C1), which has typ€C-HID. This both combinations are valid is one of the two ways chosen
merge will result in a link with endpoint classdsB. The randomly.

node class ordering Node A3, Node C, B, Node E shows  Figyres 3 (a-c) show three of the steps in the merging phase
that this path is coherent. . . for the example shown in Figure 2. The virtual topology and
If the link types are not compatible or the merge will causgie number of merging options for each link are depicted in
an incoherent path then the functiaf(e;, e;) in the pseudo- Eigure 3 (a). For the first merging steps, one of the links
code of Algorithm 1 returndalse. In this case, links are yith a single merging option is picked and combined with its
removed as merging options for each other (Alg. 1, lines 7-8jy available option. In this example, (A,B1) is mergedtwit
and the algorithm repeats the step to choose a new pair(QfBz), (B1,C) is merged with (B2-C1), and (C-D1) is merged
links. Otherwise, if the link types are compatible and alisa \yith (C1-D2). There is only one way in which the classes
are coherent, the link; is merged withe; as described in the f the endpoints of these links can be combined, thus iTop
following. commits to combining the endpoints. The resulting pastiall
Link merging merged network and the classes of the merged nodes are shown
If two links e; ande; pass the compatibility check, they aren Figure 3 (b). Note that the endpoint classification preésen
merged by the function\/erge(e;,e;) (Alg. 1, line 5). For several erroneous merging from occurring. As an example,
ease of exposition we describe the merging:pfinto e;, as (A,B1) is not merged with (A,H1), since B1 and H1 have two
the same result would be obtained by the opposite mergimgcompatible classes, blocking and anonymous, and thys the
All paths containing:; are modified to contaims; in its place must be two different nodes in the GT.
and the seM; is changed so tha¥l; = M; N M;. Any links There are two possible merges remaining. (H1,l) is merged
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MN iteratively merges nodes in the induced topology. In

(Oresponing each iteration it builds arequivalence class which is con-
Oriccen structed by incrementally adding one node at a time, chosen
@) ronymous from the nodes that have not yet been merged. A node is added
7 Non-Caoperaive into the class if it can be merged with every node already in
Fja.ockmg the class. The iteration terminates when the class cannot be

extended further, and all of the nodes it contains are merged
into a single node in the resulting MN topology.

According to MN, two nodes can be merged only if they
never appear in the same path and if the resulting topology

& 0 will not shorten the minimum distance between any two nodes
() as observed in the induced topology.
Since MN is designed only for anonymous routers, the
(b) © construction of the induced topology does not take into ac-

count the lack of information caused by blocking routers and

Figure 3. ExampleG ;1 topologies before (a), during (b), and after (c) thetherefore may result in a disconnected network.
merging process.

Isomap[11] is another Traceroute-based approach, which con-
siders the presence of both anonymous and blocking roltters.
with (H2,1) and (D1-E) is merged with (D3-E). This results irconstructs annitial topology that contains a virtual router for
the merged topology shown in Figure 3 (c), which correctlgach anonymous router observed in the traces. Unlike iTop, n
represents the ground truth topology depicted Figure 2 (a).virtual router is added to the network when a blocking router
Note that depending on the order in which links with thes detected on a path. Instead a link is added between the last
same number of options are merged, iTop may infer a topologgsponding routers identified in the traces on either sidbef
slightly different from the GT topology. Our results in Sect unobserved section. Intuitively, Isomap’s initial topgyomay
VI show that the topologies inferred by iTop closely matcé thunderestimate the ground truth topology, as the portiomef t
ground truth, even with networks that are significantly é&rg network hidden by blocking routers is not considered at all.
than in this example. Isomap has two merging phasésitial pruning and router
The complexity of the merging link phase can be deriveglerging. The initial pruning merges virtual nodes that share
from Algorithm 1. The while loop (lines 1-8) is executed athe same neighbors. In the router merge phase, each router is
most O(|Eyr|?) times, since there are at moSt|Eyr|?) represented as a point in a multi-dimensional space usipg ho
merging options overall and at each iteration we remove @istance or round trip time as a distance metric. A mapping to
least one option. At each iteration, we can select the lioks &4 lower dimensional space is performed using the algorithm
merge inO(|Eyr|) time (lines 2-3). Recalling thaM is the proposed in [18]. The merging process is governed by two
set of probed monitor pairs, the endpoint compatibilityahe thresholds,A; and A,. Two nodes are merged together if
(line 4) has a complexity(|M|), since it requires checking in the lower dimensional mapping the distance between two
all paths in which the selected links appear and these arevitual routers is less thah; or if their distance is less than
most |M|. Finally, merging two links can be performed inA,; and they share at least one common neighbor.
constant time using appropriate data structures for paitls a
merging options. As a result, the overall complexity of the MN, Isomap and iTop share a common design framework,
merging link phase is i©(|Eyr|? x |[M|). according to which an initial topology is built from the
traces, and merges are then performed to produce the idferre
topology. Nevertheless, compared to previous approactgs,
V. RELATED APPROACHES provides a much deeper trace analysis by means of virtual

In this Section we describe the approaches we Considgpolog.y clonstruction_and n_ode classificatiqn. These _enabl
for performance comparison with iTop. We selected theda€ derivation of merging options and operations that tesul
approaches as they provide the best performance in termd"¥e accurate topolog|es, even if several routers in thearkt
accuracy of the inferred topologies. As discussed in Secti§"® Non-cooperative. . _ _
VIII, other works either target a tradeoff between accurang 10 better highlight the advantages of iTop, in the following
complexity of the inference process [12], or require addisl W€ Show that iTop provides better performance than MN and

data which may often not be available [13]. Isomap, in the case of hub topologies (Figure 5 (a)), where
the hub is ablocking router. We consider this topology since

Mgrglng Nodes (MN) [10] is a Traceroute-based approacfp]ubs are common in the Internet [19], and it is likely thatthe
to infer the network topology in the presence of anonymous, blocking due to the experienced high traffic.
routers. MN collects the path information between monitors

and uses it to construct an initiahduced topology. Similar Theorem V.1. Consider a hub GT topology with n peripheral
to the virtual topology, the induced topology contains sewodes, where each peripheral node acts as a monitor and the
eral duplicated components which are reduced by performihgb is a blocking router. With respect to GT, the topology
merging operations. inferred by MN has 1 less node and n less edges, the topology
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@ (b) © (d)
Figure 4. An example of inferred topologies with 10% anonysand 10% blocking routers: GT (a), iTop (b), MN (c), and Ispn{d).

D the inferred topologies.
QO 00 ape S

ORO = N
OO 4 VI. TOPOLOGY EVALUATION
N .
" Blocking In this section we compare the performance of iTop, MN,
@ (0) © (d) and Isomap through simulations on both realistic and random
Figure 5. Theorem V.1: Hub GT topology (a), topology inferiey MN () N€tworks. In both cases we deploy 40 monitors as edge nodes
and Isomap (c). Virtual topology of iTop (d). randomly. We consider 10 monitor deployments for each type

of network and average the obtained results.

We consider random and realisstarting networks. Given
a starting network and a monitor placement, the GT topology
is obtained from the union of the paths between monitors.

Proof. MN does not consider blocking routers. As a resulth each GT topology, a fraction of the nodes are randomly
discarded probes may cause the induced topology not to #¢signated as anonymous and blocking routers. On the Hasis o
clude some nodes and edges. For the hub topology considdhégassignment, MN, Isomap, and iTop determine the induced
here, the blocking router discards all probes as soon asatieeyinitial and virtual topologies, respectively, which areedsas
sent, hence the induced topology only includes the monitdfput for the subsequent merging operations.
(Figure 5 (b)). This topology is the final topology of MN, In our experiments we use hop distance as the distance
since no merges are possible, and it haess node and, Metric for Isomap as the potential instability of round trip
less edges with respect to GT. time may negatively affect merging, as described in [11}. Fo
For each probe discarded by a blocking router, Isomap adggmap we reduce to a 5-dimensional space as in [11] and
an edge between the routers immediately before and aftar sget the thresholds td\; = 10 and A, = 4A;. Note that
a router. Hence, in this case it adds an edge between e@Bhoptimal setting of the thresholds highly depends on the
pair of monitors, as shown in Figure 5 (c). Since no merg@ecific topology and monitor placement. We simulated sgver
is possible because Isomap only merges anonymous routéggnarios and selected a setting which performs well in the
the inferred topology ha@ —n extra edges and one lesgnajority of cases.
node (the blocking router) with respect to GT.
iTop construct the virtual topology by adding an extra routen Realistic Networks
and corresponding edges for each pair of monitors, as ShOV\{_|ere we compare the meraed topolodies produced b
in Figure 5 (d). The only merge options that do not vioIatfﬁ_0 P 9 polog P y

distance preservation, trace preservation and link emtﬂpoi& P. MN, and Isomap for realistic topologies. We use the

compatibility are those between the edges incident to eaTcHtonomous System (AS) topologies from both the Rocket-

monitor. As a result, iTop performs such merges and evelmtua\lueI |[20] anotl_ the bC?IDA [Zbl] Ek;mec/ts, tWh'Ch reﬁreser;;ép-
infers a topology that perfectly matches GT. evel connections between backbone/gateway routers efaev

ASes from major Internet Service Providers (ISPs) around
We now compare the complexity of MN, Isomap and iToghe globe. Due to space limitations we only show results for
According to [11], MN has a complexitP(|Var|(|[Ver| + the CAIDA networks, as similar results are observed with
[Vr| + [Val)?|Val) and IsomapO((|Var| + |Va| + [Val)?), the Rocketfuel topologies. The starting CAIDA network from
whereVy andV, are the set of responding and anonymousghich the GT topologies are derived consists of 250 nodes
routers, respectively. The complexity of iTop is dominabyd and 290 edges.
the calculation of the merging options, hence the complexit We consider two scenarios regarding the types of routers
is O(|Evr|? x |Vyr|®). As a result, iTop has a complexitywhich are present in the network. In the first scenario neta/or
slightly higher than MN and Isomap, but the gap reduces include both anonymous routers and blocking routers. This i
sparse networks, as is the case of real Internet topolg8s [1a realistic setting as shown by our experiments in Section 2,
As shown in Section VI, the slight increase in complexitgnd it is this case for which iTop and ISOMAP are designed.
translates in significant improvements in terms of quality &Since MN is only intended for anonymous routers, the second

inferred by |somap has 1 less node and @—n extra edges,

while the topology inferred by iTop perfectly matches GT.
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Figure 6. Realistic networks with anonymous and blockingtes: number of nodes (a), number of links (b), cumulatigribution of node degree (c),
and betweeness centrality, (d).
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Figure 7. Joint degree distribution with respect to GT: iTajp MN (b), and Isomap (c).

scenario has only responding and anonymous routers and daed half blocking. These figures highlight that iTop outper-
not include any blocking ones. forms other approaches, as the number of nodes and links
Scenario 1: Anonymous and Blocking are closer to the ground truth with iTop in all considered

In Figures 4 (a-d) we show an instance of GT topologies af@5€S- MN and Isomap both overestimate the number of links

the resulting topologies inferred by iTop, MN and Isorhap because they _perform _merging o_peratior!s on nodes whereas
This portrays a case in which 10% of the routers in the netwofJoP merges links. This makes it less likely that MN and
are anonymous and another 10% of the routers are bIockir@.OMAP will combine two I|nks,. as both endpomts of the
The most notable feature of the GT topology (Figure IAnks must be merged to_gether in order for the links to be
(a)) is the presence of a central hub router which conne%rgefi MN tends to achieve results closer to the CT topology
several branches of the network. The topology inferred we m;:r_easle thebpettrcer_lt?ge (g r:on-cl:oope(r)atl\{ﬁ rouia:s.. T
iTop (Figure 4 (b)) clearly reflects the existence of thi 0€s not imply a betier interred topology. ©n the contrary,
hub and resembles the original topology. MN (Figure 4 (c e _mcreased number of blogklng routers results in a larger
significantly overestimates the network due to its notion rtion of the network being hidden, and therefore not prese

distance preservation, as preserving the distance betargen in the induced topology. As a consequence, as we increase the
' fé ction of non-cooperative routers, the topology infdrisy

two known nodes in the network prevents a significant numb N i di ted ts and h of th
of merges. Furthermore, the inferred topology is discotetec contains more disconnected components and each ot tnose
cgmponents is overestimated with respect to the GT topology

because MN does not take into account the presenceI q timates th b f nodes in th work
blocking routers when constructing the induced topologyrir somap underestimates the number of nodes n the networ
as the initial topology does not contain the portions of the

the t . Fi 4 (d)) is able t f
e traces. Isomap (Figure 4 (d)) is able to perform mOnetwork hidden by blocking routers.

merges than MN, but the structure of the network is sti X . .
9 In Figure 6 (c) we show the cumulative distribution of

significantly different from the GT topology. In additiort, i . : _
underestimates several parts of the network, as shown by ﬂ?éje degre® iTop infers a better topology which closely

branches that are shorter than in the GT topology. This filgproximates the degree distribution of the GT topology. MN

due to the fact that the construction of the induced topolo%&iihmore nogets vtvt:thla higher dggreet,. Wht'Ch ?hre not %reser]:t
uses only a single link to represent portions of a path hidd € ground fruth. 1somap underestimates the number o
between two blocking routers. nodes, and as a result the cumulative distribution sigmfiga

Figures 6 (a) and (b) show the average number of nodes a(\jne(ymtes_fro_m the d|str|but|qn for the GT. topology. These
links, respectively, in the inferred topologies as the ficacof results highlight the substantial structural differenbetveen

non-cooperative nodes in the networks increases. We cmmsitohe topologies inferred by MN and Isomap with respect to the

. round truth.
the number of non-cooperative nodes to be half anonymo%s
3Note that we show the absolute number of nodes onythgis in order to

2These topologies are represented using the Force Atlasitlajgorithm better highlight the differences in the inferred topolsgi@hese differences
of the Gephi tool [22]. may have been hidden by normalization.
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Figure 8. Realistic networks with only anonymous routetsnber of nodes (a), number of links (b), cumulative distitou of node degree (c), and betweeness
centrality (d).
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Figure 9. Random networks with anonymous and blocking reuteumber of nodes (a), number of links (b), cumulativeriistion of node degree (c), and
betweeness centrality (d).

Figure 6 (d) shows the cumulative distribution of the@resence of blocking routers causes several nodes located o
normalized betweeness centrality. The normalized betegsenthe branches of the realistic topology to not be represented
centrality of a node is calculated as the percentage of e$torthe induced topology (see Figure 4 (d)). Furthermore, Igpma
paths in the network that go through that node. This metiig not able to correctly infer the hub, so the inferred togglo
indicates the degree of structural similarity of the inéekr has more nodes with high degree than the GT does.

topologies with respect to the GT topology. As the figurcenario 2: Anonymous Routers Only
shows, MN overestimates and Isomap underestimates the fgahis scenario we consider the presence of only anonymous
distribution. This is a consequence of the respective &verggters in order to study the performance of iTop in the setti
timation and underestimation of the GT topology that theyy which MN is designed. Results are shown in Figures 8 (a-
perform. In comparison, iTop closely matches the grounidhfru gy
highlighting structural similarity of its inferred topadg to the Although MN is designed to operate in this setting, it
GT topology. significantly overestimates the number of nodes and links
These results show that the topologies inferred by iTop afe the network as shown in Figures 8 (a-b). MN ensures
within 5% of the GT topologies with regard to all of thethe shortest distances between any two nodes are preserved,
considered metrics. thereby preventing many correct merges from occurring. In
In order to further compare the structure of the inferrecomparison, Isomap and iTop better infer the real topology,
topologies to the GT topology, we consider th@nt Degree although Isomap performs some extra merging operations
Distribution (JDD), which has been recognized as a meamhich result in a slightly lower number of nodes than are
ingful metric for topology comparison [16]. Given a networkpresent in the GT topology.
G = (V, E), the JDD counts the number of links that connect a Figures 8 (c-d) show the the degree distribution and nor-
node with degree to a node of degregfor 2,y € [0,|V|—1]. malized betweeness centrality distribution, respectivEhese
In Figures 7 (a-c) we show 3D representations of the relatimeetrics highlight that MN does not perform enough merging
JDD for the inferred topologies with respect to the JDD afperations, resulting in an inferred topology that sigaifitty
the GT topology. Flatness in these diagrams indicates tluliffers from the GT topology. The distributions of iTop and
the JDD of the inferred topology is close to that of the GTsomap inferred topologies better match the distributibthe
topology. As depicted in Figure 7 (a), the topology inferre@T topology, but Isomap slightly underestimates the ground
by iTop results in a flat relative JDD, once again indicating @uth.
good inference of the GT topology. Since MN is not able to In this scenario iTop still achieves results which are withi
correctly infer hub nodes, it has more nodes with a high degrg% of the GT for all of the considered metrics. Note that
connected to nodes with low degree, as Figure 7 (b) shousomap performs better in this scenario because the absence
These nodes should have been merged together to correoflyplocking routers enables the construction of a bettéiaini
infer the hub. The JDD of the Isomap topology highlighttopology that contains all nodes and links in the network.
the fact that this algorithm underestimates the nodes with | However, real scenarios are characterized by the presence
degree with respect to GT, as shown in Figure 7 (c). Thed both anonymous and blocking routers, as shown by our
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experiments in Section Il and the experiments in [15]. Irséhein the context of inferred topologies. Finally, we presdrg t
real contexts Isomap performs poorly as previously shown.experimental results.

B. Random networks A. Max-Coverage

The simulated random networks are generated by ensuring
that a single connected componentis present. First a ttéewi ~Algorithm MAX-COVERAGE
given number of nodes is randomly created and then additiOIldlnput: Network topologyG — (V. E)
links are added randomly to increase the network connégtivi - output: List of failed links F L T
The starting random network from which the GT topologies FL = §;
are derived contains 200 nodes and 350 edges before thd = E;
addition of monitors. We consider random networks in order While S # 0 do . .
to study the performance of the algorithms with GT topolegie, | 4./, "& ¥ ea [expl ai ned(&, 5, )| ;
having significantly different structures than are preseithe A=A\ {’e*};
realistic networks. Due to space limitations we only coesid 7 S = S\ explained(G, S, e*);
the case with both blocking and anonymous routers. ResultSeturn FI
are shown in Figures 9 (a-d).
The random topologies are characterized by degree distri-

butions that are more even than those of the realistic nésyor MC IS @ greedy algorithm for diagnosing network link fail-
as shown in Figure 9 (c). As a result, there is more variatigfieS: S input is the network topology, represented as phgra

in the links that the paths contain, and blocking routerseau” = (V. E), and a set of symptomS. Symptoms represent

a larger portion of the network to be unobservable. Since pifsconnections between_network monitor pairs. Ea_‘Ch sympto
and Isomap do not specifically handle the effects of the&gPreSents a pair of monitors that cannot communicate secau
blocking routers, the induced and initial topologies fromigh  ©f link failures in the network. _ .

they start merging underestimate the random GT topologies! € Pseéudo-code for MC is shown in Algorithm MAX-
more than they do realistic GT topologies. For this reasoﬁ,OVERAGE' The_ functiorexpl ai n_ed (G, S e) re_turns the
MN underestimates the number of nodes and links (Figure>§t Of sSymptoms irt' that are explained by the failure of the
(a-b)). Isomap also underestimates the number of nodes, Nis & A symptom is .explamed. by the failure of if SL_JCh

it significantly overestimates the number of links becaused failuré causes the disconnection between the monitots tha
performs merging operations on nodes. iTop outperforms tgnerated the symptom. The I8t contains the links which
other two approaches as its inferred topology closely MCH\/]C hgs_ identified as the cause of the ol_aserv_ed symptoms_and
the number of nodes and links in the GT topology even as tfeinitialized as an empty set. In each iteration of the while
number of non-cooperative routers increases. loop, MC selects a link which explains the most unexplained

Figures 9 (c-d) show the distribution of node degree aryMPtoms and adds it t6'L. The loop terminates when all
normalized betweeness centrality. In this case, iTop alge oSYMPtoms are explained by the links iL. The algorithm

performs MN and Isomap, showing a closer match to the Gfen outputs the list'L. _
topology for these distributions as well. In some cases there may be a tie between two or more

These results show that even with random networks tHgks that all explain the most unexplained symptoms. When

topologies inferred by iTop are within 5% of the GT topololhis occurs, MC randomly selects one of the tied links to add
; to FL
gies.

symptomsS

VII. APPLICATION: FAULT LOCALIZATION B. Performance metrics

In this section we evaluate iTop, MN and Isomap by When MC is applied to an inferred topology, the resulting
considering fault localization as an application of inéatr list £’ may contain links that do not correspond to only a
topologies. Link failures are common in modern networksingle link in the GT topology. One or more links iA'L
due to maintenance procedures, hardware malfunctionsgyenemay represent one or multiple real links at the same time, due
outages, or disasters [23] and may cause degradationtanpossible erroneous inferencing. Therefore, to evaltlae
performance. Fault localization techniques [2], [24] gallg performance of MC in terms of real links, we propose différen
assume complete knowledge of the network topology. Whelefinitions of basic performance metrics, suclaesiracy and
this knowledge is not available, failures are diagnosed dalse positives. Moreover, we propose an additional new metric
the inferred topologies. Intuitively, a better inferregptdogy called redundancy.
enables a fault localization algorithm to achieve perfaroga  When using MC, if two or more links occur in the same
closer to what can be obtained when the full GT topology et of paths in a network topology then they will always
known. explain the same set of symptoms. We refer to these links

In this paper, we consider the Max-Coverage (MC) ahs indistinguishable links. MC treats indistinguishable links
gorithm [2], one of the most referenced approaches. In thg breaking the tie randomly and adding one of then#tb.
following section we first describe MC and then introduc&his may result in an increase in the number of false positive
the performance metrics used to evaluate the output of MDd a decrease in accuracy.
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Figure 10. Average accuracy (a), false positives (b) andmeéancy (c) of MC with GT and inferred topologies.

The effect of indistinguishable links is much more noticefor the performance of failure localization algorithms, as
able in inferred topologies than in the GT topology, becauselditional probing cannot be used to confirm and refine the
one or more inferred links may represent one or multipleturned hypothesis list. In the second scenario, we rafydom
real links. Based on this observation, given a failed ligail a generic link in the network, no matter the classes ®f it
FL we define an extended list’Lexr which includes all endpoints. For each scenario we averaged the results oOer 10
indistinguishable links corresponding to the links presen trials.

FL. Hence FLext = U.crr, ]{q € Est Ple) = P(q)}] Tests in which multiple independent failures occurred si-
where for a linke, P(e) refers to the set of paths betweemultaneously were also performed, but are not displayed due
monitors in whichg occurs in the inferred topology. to space constraints. The same trends between the different

In order to take into account the possible many-to-mamyferred topologies result when more failures occur.
relationship between links i Lexr and the real links in the  Figure 10 (a) shows the accuracy of MC when applied to
GT topology, we define thaypothesis list, H = {@, D}, as GT and the inferred topologies. The good inference provided
a multi-set.) is a set of real links that are represented blgy iTop is reflected in the accuracy achieved by MC. iTop
the links in FLgxr, and D : Q — N gives the multiplicity outperforms the other approaches and achieves accurasgy clo
for each link in@. More formally,@ = ¢y, 7l(e) where to that of GT. MN in particular suffers in the unobserved
rl(e) is the set of real links represented byin the inferred scenario as blocking routers cause only a fraction of the
topology. The functionD() for a real linkg € @ is defined unobserved links to appear in the initial topology of MN.
asD(q) = |[{e s.t.e € FLexr A q € rl(e)}| Hence, the size Isomap does not provide a sufficiently precise estimation of
of the hypothesis lisH can be defined a$| = quQ D(gq). the ground truth to enable MC to correctly localize the fiaglu

Given the set ofActual Failed Links AFL C Egr, we define resulting in a lower accuracy.
the following performance metrics: The number of false positives is shown in Figure 10 (b).
Accuracy (ACCO): %' Accuracy represents the fractionTop shows only a slight increase in the number of false
of real links that fail and are represented by at least orle lipositives with respect to GT, highlighting that our apptoac
of the inferred topology in the output of MC. enables MC to provide a hypothesis list that only contains a
Redundancy (RED): Y conars (P(g) — 1). Some of the few links erroneously reported as failed. MN shows a lower
real links in AF L may appear multiple times in the output ohumber of false positives, but this is highly counterbaéthc
MC for an inferred topology. The redundancy metric measurby the low accuracy that this approach provides, as Figure 10
the number of redundant times failed links are reported in MG) shows. Isomap incurs a high number of false positives.
False positives (F'P): >~ o\ arr, D(q). False positives count This is due to the construction of the induced topology, Wwhic
the number of links which have not failed, but are present fepresents any portion of the network included between two
the output of MC. blocking routers with a single link. This aggregate repre-

According to the above definitions, it can be seen thiat sentation enables MC to only identify failures at a coarse
= ACC x |AFL|+ RED + FP. granularity, resulting in a large number of false positives

Figure 10 (c) shows the redundancy, as defined in Section
VII-B, normalized by the accuracy. This metric represehts t
C. Results amount of redundant information reported by MC when the

To test the performance of the inferred topologies with MGlgorithm correctly reports a failed link. Note that this tne
we simulate link failures on the realistic network shown iis meaningful only for inferred topologies, as redundargy i
Figure 4 (a). We consider a scenario with 10% anonymouoaused by multiple representations of the same link. The plo
and 10% blocking routers. The topologies inferred by iTopeaffirms that the topologies inferred by MN are inappragria
MN and Isomap are shown in Figures 4 (b), 4 (c) and 4 (dipr failure localization. The hypothesis list contains agk
respectively. amount of redundant information for the few times that MC

We consider two failure scenarios. In the first scenarigs able to localize the failed link. In comparison, iTop and
we randomly fail anunobservable link in the ground truth Isomap show low redundancy. In particular, the correctoéss
topology. An unobservable link is one for which at least onae merging process of iTop limits multiple representagioh
endpoint is a non-cooperative router. The unobservablg@atthe same link in the inferred topology, resulting in the lstve
of the failed links makes this scenario particularly megfulh redundancy.
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These results show that not only does iTop infer topologi&sowledge of the network topology. Only recently, has the
which closely match the ground truth, but it can also beeed for proper topology inference algorithms to improwe th
effectively used in real network management applicatiaichs failure localization been highlighted in [4]. In this papere
as failure localization. study the effects of non-cooperative routers on fault lizeal
tion by applying MC [34] to inferred topologies. We show
that the topologies inferred by iTop enable MC to achieve

performance close to the case in which the full topology is
Previous works on topology inference are typically based @pown.

VIIl. RELATED WORK

either network tomography or Traceroute. Network tomogra-
phy approaches [3], [5], [6] probe the network to collect-end

to-end measurements of additive metrics such as delay an%

packet loss. These approaches do not require any cooperatiP
from internal nodes, as a result they are not negativelysdte 0
by the presence of non-cooperative routers. However, th
solutions can only infer thiegical routing topology, which is a
simplified representation of the actual network-layer togg.
Furthermore, they incur a high communication overhead frg
their probing [6].

Most Traceroute based techniques [25], [26], [27] addret%s
the problem of alias resolution, in which a single router
may have multiple interfaces with different IP addresses
These approaches assume that all routers in the network
cooperative and thus do not consider the limitation of pérti
information caused by the presence of non-cooperativersut

Recent approaches [28], [29], [30], [31] focus on a varidty
problems which may arise by using Traceroute. In parti¢ul
the work [28] studies the effect of per-flow load-balancer:
Similarly, [29] considers the presence of off-path add¥ess
while [30] investigates MPLS tunnels obscured in the traces

ar

These approaches also do not consider non-cooperative rou-

ters. Nevertheless, their solutions are orthogonal to,and
can be integrated in iTop.

Other related works [31], [32] adopt Traceroute to deteemin
IPv6 router availability and propose packet-prober meigmn [2]
like Scamper [32] for active measurement of the Internet.
These approaches do not specifically address topology inf%]
ence.

Only few works consider the problem of topology inference
with partial information [10], [11], [12], [13]. This prokm
was introduced in [10], but only considered anonymous rous;
ters. Blocking routers are addressed in [11]. Recent works
on topology inference with partial information either try t
reduce the complexity of the inference process [12] or try to
supplement Traceroute traces with additional informaficsj.

In particular, the authors of [12] reduce the complexity bym
identifying patterns in the traces that indicate certaincttires

in the real network. While this has lower runtime complexityl8l
than previous solutions [10], [11], it provides less accyra [9
[12]. Finally, [13] supplements Traceroute informationttwi
data from IP record route. This results in a more accurate
inferred topology, however record routes may not be avklal
and are not standardized.

In this paper, we compared iTop to the works proposét]
in [10] and [11], since they outperform other approaches in
terms of accuracy of the inferred topologies, and do notirequ[12]
additional information.

The problem of network failure localization has been Widelg}?’]
studied [33], [34], [35]. These approaches assume complete

(1]

IX. CONCLUSIONS
etailed knowledge of the network topology is the basis

multiple network management tasks. Topology inference
gghniques have been proposed to derive the network topolog
rom path information collected using the Traceroute proto
However, often only partial information can be acquiredtsin
me routers may not participate in the protocol and instead
ehave as anonymous or blocking.
In this paper, we propose an algorithm called iTop to infer
e network topology in the presence of non-cooperative rou
ters. iTop initially constructs an overestimated virtigdalogy,
which is then refined through merging operations guided by a
se?of link compatibility rules.
We compare iTop to previously proposed approaches. Ex-
(gJeriments show that iTop outperforms existing approaclyes b
roviding a more accurate estimation of the real topology- F
Flermore, the topologies provided by iTop enable successfu
Tocalization of faults even when only partial informatios i
available.
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