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Abstract—The virtual force approach is at the basis of many solutions proposed for deploying mobile sensors. In this paper we study
the vulnerabilities of this approach. We show that by compromising a few mobile sensors, an attacker can influence the movement of
other sensors and prevent the achievement of the network coverage goals. We introduce an attack, called opportunistic movement,
and give an analytical study of its efficacy. We show that in a typical scenario this attack can reduce coverage by more than 50 percent,
by only compromising a 7 percent of the nodes. We propose two algorithms to counteract the above mentioned attack, DRM and
SecureVF. DRM is a light-weight algorithm which randomly repositions sensors from overcrowded areas. SecureVF requires a more
complex coordination among sensors but, unlike DRM, it enables detection and identification of malicious sensors. We investigate

the performance of DRM and SecureVF through simulations. We show that DRM can significantly reduce the effects of the attack, at
the expense of an increase in the energy consumption due to additional movements. By contrast, SecureVF completely neutralizes the
attack and allows the achievement of the coverage goals of the network even in the presence of localization inaccuracies.

Index Terms—Mobile sensors, self-deployment, virtual force approach

1 INTRODUCTION

MOBILE sensors are used for environmental monitoring
in critical scenarios to track the dispersion of pollu-
tants, gas plumes or fires. Several solutions have been pro-
posed to solve the problem of deploying mobile sensors to
cover an Area of Interest (Aol). Many of them are based
on the Virtual Force Approach (VFA) [1], [2], [3], [4], [5],
[6], [7], [8], which models the interactions among sensors
as a combination of attractive and repulsive forces. As a
result of these antagonist forces, sensors spread through-
out the environment.

Mobile sensor networks are prone to several types of
security issues. The lack of tamper-proof hardware allows
an attacker to capture several nodes, extract their crypto-
graphic material and reprogram them so as to make them
behave according to its malicious goal. We refer to such
compromised nodes as malicious nodes, whereas we refer to
the rest of the sensors as legitimate sensors. Malicious nodes
may perform several types of attacks, influencing the behav-
ior of legitimate nodes. Prior work considers the problem of
confidentiality and integrity of communications [9], [10],
[11], the sybil attack [12], the problem of false position
claims [13], [14] and of sensor clones [15]. Other works con-
sider security issues of routing protocols [16], [17] and
neighbor discovery [18], [19].
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Despite the abundance of research work on the above
mentioned problems, the literature proposed so far does not
consider the security vulnerabilities that are specific to
deployment and relocation algorithms in mobile sensor net-
works. In this paper, for the first time in the literature, we
show that even if the above mentioned security issues were
perfectly addressed, it would still be possible to severely
compromise the functionality of a mobile sensor networks
based on VFA, by adopting attacks which are specifically
designed to compromise movement assisted deployment.
As an example, an attack can alter the sensor deployment to
prevent the network to achieve its monitoring goals or it
can cause useless movements that would deplete the sensor
batteries. Note that, although in this paper we focus on
VFA, most of the studied vulnerabilities are common to
other deployment schemes such as Voronoi based [20] and
pattern based [21] approaches.

We introduce the opportunistic movement (OM) attack, a
new attack specifically targeting mobile sensor deployment
algorithms based on virtual forces. The OM attack is not
based on any of the security vulnerabilities previously
described and works even if the network is endowed with
state-of-the-art security mechanisms. It only exploits vulner-
abilities inherent to the deployment algorithm.

According to the OM attack, malicious nodes honor the
communication protocol but move to positions in which
they can exert virtual forces that impede the desired posi-
tioning of legitimate sensors. As a clarifying example, we
show the effect of an OM attack where few malicious sen-
sors form a barrier which impedes the spreading of legiti-
mate sensors over the Aol, thus creating uncovered areas or
corridors, precluding the network from fulfilling its cover-
age requirements. Our analysis shows that in a typical sce-
nario, by compromising a small fraction as low as 7 percent
of legitimate nodes, the attacker is able to reduce the portion
of the Aol covered by legitimate sensors by more than
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50 percent. We also show that, in order to guarantee that the
covered area is at least 80 percent of the Aol, the number of
legitimate sensors required is more than 23 times higher
than the number of malicious sensors.

We propose two algorithms, called Density based Ran-
dom Movement (DRM) and SecureVF, which are based on a
general formulation of the virtual forces provided by the
VFA. DRM is a simple and light-weight algorithm which
exploits an evaluation of the local density to verify the pres-
ence of unwanted concentration of devices possibly due to
an attack. SecureVF, on the contrary, provides a mechanism
to detect and ignore malicious sensors, but it requires a
more complex coordination among sensors.

We formally prove that under SecureVF malicious sen-
sors are detected as soon as their movements violate the
rules of the deployment algorithm. We perform extensive
simulations which validate the analytical model. Further-
more, we experimentally investigate the ability of DRM and
SecureVF to counteract the OM attack. We compare them to
the Parallel and Distributed Network Dynamics (PDND)
algorithm [3], one of the best existing solutions based on
VFA. The experiments show that the OM attack severely
reduces the coverage provided by PDND. DRM, despite its
simplicity, is able to significantly reduce the impact of the
OM attack on the network, but incurs a high expense in
terms of energy consumption. SecureVF is able to neutralize
the attack and maximize the coverage, and it only introdu-
ces a small overhead in terms of communication.

The original contributions of this paper are:

e We investigate the vulnerabilities of mobile sensor
deployment algorithms based on VFA and propose a
very simple and effective attack, called opportunistic
movement, to this approach.

e We provide an analytical model to estimate the
effects of the OM attack on VFA solutions.

e We propose two algorithms based on VFA, called
DRM and SecureVF to counteract the OM attack.

e Through simulations, we confirm the results pro-
vided by our analytical model and we study the effi-
cacy of DRM and SecureVF against the OM attack.

2 ADVERSARY MODEL AND GOALS

We consider an adversary which compromises some nodes
in the network. This is possible by capturing some legiti-
mate nodes and extracting their cryptographic material,
reprogramming and taking full control of them. These cor-
rupted nodes cannot be easily recognized by legitimate
nodes, as they are able to send valid messages containing a
valid ID, and make use of legitimate cryptographic informa-
tion. The attacker can thus exploit these corrupted nodes to
perform malicious attacks to prevent a successful network
deployment.

We assume that network security mechanisms are in
place to let each node detect sybil attacks, perform location
verification and exchange messages in a secure manner.
Furthermore, we assume that the attacker cannot create
clones of the compromised nodes. Note that, we do not con-
sider other well-known attacks such as wormhole, grayhole
and sinkhole in our adversary model. These attacks would
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not affect VFA based algorithms because of the locality of
communications.

We consider malicious nodes which are able to collude
with each other by performing coordinated movements and
communications in order to influence the movements of
legitimate sensors.

We consider an attacker which aims at impeding the ful-
fillment of the network coverage requirements. As an exam-
ple, the attacker can be interested in creating an unmonitored
area around a zone of interest, or isolating a part of
the network.

3 A GENERAL VIRTUAL FORCE ALGORITHM

In order to estimate the effects of possible attacks on the per-
formance of deployment algorithms based on virtual forces,
we consider a Generalized Virtual Force algorithm (GVF)
which extends many previous solutions. We make the typi-
cal assumptions found in the works proposing VFA based
algorithms: a sensor communicates within a distance Ry,
(communication radius), it covers a circular area of radius R,
(sensing radius) and it can move in any direction inside the
Aol. Likewise other VFA solutions, the GVF algorithm is
round based and sensors are loosely synchronized. Each
round is composed by two phases. During the first phase
sensors exchange information including their position and
ID. In the second phase, each sensor computes the virtual
force acting on itself on the basis of the gathered informa-
tion and moves towards the corresponding destination.

According to GVF, the force acting on a sensor is calcu-
lated as follows. Given two sensors s and p located at a dis-
tance d from each other, p exerts a force F(d) on s. F(d)
models both attractive and repulsive forces and depends on
the setting of two parameters: * and r;. The force is null at
a distance d = r¥, it is repulsive if d < r* and it is attractive
if d > r*. The force also vanishes when the distance d
exceeds 7y, where r; < Ry,.

We hereby define the area of influence of a sensor s as the
area in which s exerts its virtual force on other sensors. Due
to homogeneity, the area of influence of a sensor s is also
the area from which other sensors exert a force on s. This
area includes all the points at a distance lower than r; from
s. Finally, the force acting on s is therefore the vectorial sum
of the forces exerted by all the nodes located in its area of
influence.

The GVF algorithm captures the models adopted in most
of the previous works based on VFA, such as those pre-
sented in [1], [2], [3], [4].

4 THE OM ATTACK

The OM attack is defined on the basis of the adversary
model described in Section 2. Malicious nodes can be
deployed by the attacker, for example they can be sent from
a location which is outside the Aol, or they can be dropped
randomly. According to the OM attack, from their initial
positions these malicious nodes silently move, that is with
no message exchanges, to form an attack configuration. Since
malicious nodes move silently to their position in the attack
configuration, they are not detected by legitimate sensors in
this initial phase of the attack.
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(a) (b) ©

Fig. 1. Initial deployment (a), attack configuration (b) successful creation
of an unmonitored corridor (c).

From the attack configuration, malicious nodes give
start to the attack by communicating with legitimate sen-
sors according to the communication protocol provided by
the deployment algorithm, that is by sending the required
information at each round. Nevertheless, the movement of
malicious nodes does not comply with the rules provided
by the virtual force algorithm. By contrast, malicious nodes
move according to the attacker strategy. By gradually
adjusting their position, malicious sensors exert forces on
legitimate sensors that make them move away from a spe-
cific area of interest to the attacker. Since malicious sensors
communicate in compliance with the communication pro-
tocol, they can influence the movement of legitimate nodes
without being recognized as malicious.

Let us consider the following example in which the
adversary creates an uncovered corridor over the Aol. Mali-
cious sensors are initially randomly deployed, as depicted
in Fig. 1a." Black dots are legitimate sensors and grey circles
their sensing ranges, red dots are malicious sensors and red
circles their sensing ranges. Malicious sensors perform an
initial silent movement so as to form two superimposed bar-
riers, as shown in Fig. 1b. Then they start communicating
with legitimate sensors according to the rules of the commu-
nication protocol, but move so as to shift the barriers in
opposite directions. Legitimate sensors are thus repelled
and the attacker successfully creates the unmonitored corri-
dor of Fig. 1c.

The opportunistic movement attack is a general attack
which can be performed in many ways, by realizing differ-
ent attacking configuration and adopting different moving
strategy of malicious nodes. In the following we introduce
the barrier opportunistic movement (BOM) attack, a specific
type of OM attack, which is able to severely reduce the cov-
erage provided by the network while requiring only few
sensors to be compromised.

According to the BOM attack, malicious nodes form a lin-
ear barrier which touches two sides of the Aol. As provided
by the OM attack, malicious sensors periodically communi-
cate their positions in the first phase of each round, while in
the second phase they move according to the attacker strat-
egy. In particular, the malicious sensors forming the barrier
may move towards legitimate sensors in order to reduce the
monitored portion of the Aol, as shown in Figs. 5a, 5b, and
5c. The barrier of malicious sensors may also remain still,
in order to prevent legitimate sensors from moving over the
uncovered zone isolated by the barrier.

1. These figures are generated by simulating the PDND algorithm
under the OM attack. The simulator is described in details in Section 10.
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Barrier;

(@) (b)
Fig. 2. Force exerted by the uniform distribution (a) and by the barrier (b).

The size of the area in which legitimate sensors can be
confined depends on the density of legitimate and mali-
cious sensors. When the density of legitimate sensors
becomes too high, they create a pressure on the sensors
located in the barrier proximity. As a consequence some of
these sensors could cross the barrier and position them-
selves on the other side.

In the following section we provide an analytical model to
estimate the impact of the BOM attack on network coverage.

5 AN ANALYTICAL MODEL FOR THE EFFECT OF
THE BOM ATTACK

The malicious sensors performing the BOM attack exert a
force on the legitimate sensors located in their area of influ-
ence. We hereby refer to such legitimate sensors as frontline
sensors. A frontline sensor is pushed towards the barrier by
the other legitimate sensors located in its area of influence.
By contrast, it is also pushed in the opposite direction by the
malicious sensors of the barrier which reside in the same
area. Therefore, a frontline sensor traverses the barrier only
if the force exerted by the barrier is lower than the one
exerted by legitimate sensors.

The magnitude of such forces depends on the densities of
legitimate and malicious nodes. In the following we analyti-
cally model this scenario when sensor movements are regu-
lated by the GVF approach.

5.1 Force Exerted by Legitimate Sensors

In the analysis we consider the case in which the legiti-
mate sensors are uniformly deployed with density p, on
one side of the barrier. Fig. 2a shows the considered sce-
nario. Let s be a frontline sensor and Fj(p) be the force act-
ing on s exerted by legitimate sensors. Given the
assumption of uniform distribution of legitimate sensors
we can assume that the direction of Fj(p) is approximately
orthogonal to the barrier. We want to calculate the magni-
tude of the force F;(p).

Let us consider an infinitesimal section of a circular
corona dA with inner radius r and outer radius r + dr, form-
ing an angle o with the horizontal axis centered in s and
spanning over an angle da.

The area dA can be approximated to rdrde, while the
number of sensors in dA are pdA. The contribution to F(p)
of the sensors in dA is F(r) cos(«) pd A. Hence, we can obtain
the force acting on s by integrating on « and 7:

Fi(p) = 2p /0 : /0 7 F(r) cos(@)rdrda. (1)
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5.2 Force Exerted by the Barrier

Let us consider a barrier of equally spaced malicious sen-
sors with linear density A. Let us also consider a frontline
sensor s located at a distance z < 7y from the barrier. We
aim at calculating the force F;,(\, z), orthogonal to the bar-
rier, exerted by the malicious nodes on s.

We refer to Fig. 2b. The infinitesimal segment of the bar-
rier of length dy placed at distance y from the origin, is at
/22 + y? from s and contains Ady sensors. The
force orthogonal to the barrier, due to malicious sensors, in
the above mentioned segment, is therefore AdyF(d) Z.

The only malicious sensors of the barrier that exert a
force on s are the ones located at a distance lower than 7
from s. For this reason we consider the only sensors
located at a distance less then y, = r; — 22 from the ori-
gin of the considered reference system. By integrating on y
we obtain the force exerted on s by the malicious sensors
forming the barrier:

distance d =

Fy(\2) = 2\ /0 " %d)dy. @)

5.3 Estimate of the Effect of the BOM Attack

The analytical model provided in the previous Sections
5.1 and 5.2 allows us to estimate the forces exerted on
frontline sensors by the other legitimate sensors and by
the barrier itself. When the former is greater than the lat-
ter, some legitimate sensors will eventually cross the bar-
rier; by contrast, none of them will be able to pass
through if the force exerted by the barrier is stronger than
the one provided by legitimate sensors. The force exerted
by the barrier is proportional to its linear density. The
case in which the two forces are balanced corresponds to
the minimum barrier density value that precludes the
flow of legitimate sensors through the barrier.

In order to estimate the effect of the BOM attack on
the network we consider the following scenario. N sen-
sors are initially uniformly deployed over a squared Aol
The attack is performed by a barrier of equally spaced
malicious sensors, deployed along one side of the Aol.
Such a barrier starts moving from outside throughout
the Aol, pushing legitimate sensors away. We refer to
the area in which legitimate sensors are confined without
crossing the barrier as monitored area (MA). The MA is
gradually reduced by the moving barrier. Thus, as long
as no legitimate sensor crosses the barrier, the density p
of legitimate sensors over the MA increases, as these sen-
sors gradually adjust their positions so as to reach a uni-
form distribution.

We consider two applications of the analytical model. In
the following we denote with z,,,, the minimum distance
from the barrier at which the force exerted by the barrier is
maximized.” We assume that the distance of the barrier
from frontline sensors is larger than x,,,,.

2. The existence of z,,,, follows from the fact that the force vanishes
at a distance 7y and it is also null on the barrier itself. The uniqueness of
such a maximum value depends on the formulation of the virtual force

F(d).
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First application. We want to calculate the maximum
reduction of the monitored area that can be achieved by a
barrier of a given density. The maximum reduction is
obtained when the barrier has pushed the legitimate sensors
at such a high density that a further movement would make
some legitimate sensors break through the barrier. When
the barrier exerts the maximum reduction, the monitored
area has its minimum value mMA. When this occurs,
FZ(P) = Fb()\, zmar)-

By replacing p with N/mMA, we calculate the mMA
follows:

2N f(? [y} F(r) cos(a)rdrda

MA = .
In Fb()\’ xmaz‘) (3)

Second application. Here we estimate the minimum num-
ber of legitimate sensors needed to ensure that the mMA is
at least equal to a threshold value Zyyy. More formally, given
T and the density of malicious sensors A, we want to cal-
culate the number of legitimate sensors NV to be deployed
such that mMA > T

When legitimate sensors are deployed on an area of size
Tuva, their density is p = N /Ty In order to guarantee that
malicious sensors cannot reduce the MA any further, the
forces exerted on frontline sensors by malicious sensors
with density A, at distance ,,,,, has to be less than or equal
to the force exerted by legitimate sensors with density p,

that is:
()\ Imax < 27/ /
0

Therefore, we can calculate NV as follows:

) cos(a)rdrda.

TmMAFb(A m'mar)

N > .
2f0 Jo! F(r) cos(a)rdrda

(4)

COb

In Section 10.1 we validate the analytical model by show-
ing that it closely fits the experimental data in the two appli-
cations described above.

The proposed analytical model is general and can be
applied to several approaches based on virtual forces. In the
following section we apply it to the PDND algorithm.

6 ANALYTICAL MODEL OF PDND

We now apply the model described in Section 5 to the
PDND algorithm [3]. PDND is one of the most complete sol-
utions based on VFA currently available. In particular,
unlike several previous proposals, it is formally proved
that, under PDND, the sensors stop moving in a finite time
without position oscillations which are typical of many
VFA based solutions. Furthermore, the algorithm shows
very good performance in terms of coverage and uniformity
of the final sensor distribution.

PDND is an instance of the GVF model introduced in
Section 3, in which the force F'(d) is piecewise linear, being
composed of two linear pieces joining at d =1, with
r < r; <rp. A detailed definition of the force under
PDND is the following:
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r* —d, if d <y,
Fd)y=< (" —r)(ry—d)/(ry—r), ifry < d <y,
0, it d>ry.

We now calculate the force exerted on frontline sensors
under PDND. As in the previous section we consider a uni-
form distribution of legitimate sensors with density p. By
substituting the above formulation of F(d) in Equation (1)

we obtain:
*,.2 3
Tt
p{ 2 37"

Similarly, we consider a barrier of malicious sensors
with density . The force exerted on frontline sensors at
a distance z from the barrier can be obtained by substi-
tuting the expression of F(d) in Equation (2):

(r* — 1) T = 3ry17 4277
rE—r1y 6 '

A\ z) = 2Am{r*ln(w) - Yr.
x
Tyt Yy
+alrn( L2 by gl 8
(L[Tf n<7’t +yt) v yf} }

where a = (:jr%?’ yr = /17 —a?and yy = /15 — 2%

In Section 10 we validate the model through simula-
tions showing that it correctly estimates the impact of
the BOM attack on a network running PDND.

7 THE DRM ALGORITHM

In this section we introduce a light-weight algorithm, called
Density based Random Movement, designed to counteract
the OM attack. DRM extends the GVF algorithm introduced
in Section 3 and thus it can be applied to several specific
instances of GVF such as PDND.

DRM is based on the observation that the OM attack
reduces the area in which legitimate sensors are deployed.
A legitimate sensor may perceive such a reduction as an
increase in the local density, i.e., the density of sensors in
its communication range. If the local density is too high,
the sensor acts as if an OM attack is being performed and
moves to a random point in the Aol. By means of random
movements, some legitimate sensors may move in the
area that the attacker wants to keep uncovered.

DRM requires the knowledge of the expected density p*,
at which legitimate sensors would be distributed when
evenly deployed over the Aol. Similar to GVF, DRM is
round based and each round has two phases. During the
first phase, a sensor s receives the position information
from its neighbors and calculates the local density p(s). If
p(s) is greater than p* - kppy, that is the local density is more
than kpgy times higher than the expected density, then s
moves to a random point in the Aol. Otherwise, as in GVF,
s calculates the virtual forces exerted by its neighbors and
moves accordingly.

DRM does not incur in any additional communication
overhead with respect to the underlying GVF algorithm, as
no additional coordination among sensors is required.

IEEE TRANSACTIONS ON MOBILE COMPUTING, VOL. 13, NO. 11,

NOVEMBER 2014

Transmission range of s

Area of influence of q

Area of influence of s

Fig. 3. Communication range and area of influence of a sensor s.

We decided to keep DRM as simple as possible. Never-
theless, several optimizations can be introduced to DRM at
the expense of an increased complexity. For example, a
major modification requiring additional coordination could
provide more informed decisions to allow legitimate sen-
sors move towards the supposed position of the attacker.

8 THE SECUREVF ALGORITHM

SecureVF provides a method to enable the detection of mali-
cious sensors performing the OM attack. To this aim, each
sensor verifies the correctness of the movements of its
neighbors at each round. Sensors deviating from the correct
movement are marked as untrusted and ignored from the
current round on. The virtual force is calculated only on the
basis of trusted sensors.

SecureVF extends GVF by providing additional phases,
namely movement verification phase and trusted neighbors com-
munication phase.

8.1 Assumptions

SecureVF is designed on the basis of the adversary model
introduced in Section 2. We assume the presence of a signa-
ture protocol to guarantee authentication of the exchanged
messages. We also assume that a node is able to verify the
position claimed by other nodes within a range of 2r;.% If a
false position claim is detected, a node is immediately
marked as untrusted and ignored by the legitimate sensors
located nearby. We assume that Ry, > 2r;, thus a node is in
communication with all the nodes in the area of influence of
the neighbors that affect its movement and can verify their
positions. To clarify this assumption, let us consider Fig. 3.
The sensor ¢ is in the area of influence of s, while z is in the
area of influence of ¢. The above assumption implies that s
and z are in radio proximity of each other and can verify
their positions. Such an assumption is generally valid: the
communication range of sensors is typically 75-100 m in
outdoor environments [26], while it is generally assumed
that r; < 3R, [3], and R, seldom exceeds a few meters [27].
Notice that, we do not require the communication range of
a sensor to be a perfect disk. Indeed, there can be anisotro-
pies provided that a sensor is able to communicate with all
sensors located at a distance 27 from itself. In environments

3. Location verification can be achieved by using dedicated hard-
ware and/or previously deployed anchor nodes. Sensors can autono-
mously verify position claims if they are equipped with a radar system
[22], [23]. These radars conform to our requirements as they are inex-
pensive, low power and provide object detection up to 20 m distance.
Alternatively, Ultra Wide Band systems [24] and anchor nodes can be
used for location verification through Verifiable Multilateration (VM)
[25]. In this case, anchor nodes are responsible for the location verifica-
tion and advertise false location claims when detected. Using VM, a
sensor incurs in a constant communication overhead for each anchor it
communicates with.
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with a high level of noise, the distance r; can be reduced
accordingly.

We also assume a maximum moving distance per round
of r¢/2. This ensures that any two sensors which at a given
round are in the area of influence of each other can verify
their position at the successive round.*

Finally, similar to previous works on mobile sensor
deployment [28], [29], we assume that nodes are endowed
with low cost GPS® and that they are loosely synchronized.

8.2 Nomenclature

We denote by C(s) and N'(s) the set of sensors in the area
of influence and in the communication range of the sensor s
at round ¢, respectively. Since we assume 7; < Ry,
Ct(s) C N'(s).

In order to calculate the force acting on itself at round ¢, a
node s takes account of the only sensors in C'(s) that it con-
siders as trusted. We refer to the set of such trusted sensors
with N/, ....(s) while the set of untrusted nodes discovered
until round ¢ is referred to as N}, . ....(s). Finally, the posi-

w

tion of the sensor s at the current round is denoted by
pos(s).

8.3 The Algorithm

SecureVF extends GVF based solutions with mechanisms
for malicious node discovery and isolation. As with DRM,
it can be applied to several specific instances of GVF.
SecureVF is round based, but each round comprises four
phases, namely: position communication, movement verifi-
cation, trusted neighbors communication and movement.
In the following we present such phases in detail. The
pseudo-code of the algorithm is shown as Algorithm
SecureVF. For the sake of clarity, in the pseudo-code we
omit the cryptographic operations that must be performed
on the exchanged messages. In the following description,
we do not consider localization inaccuracies. We take into
account these aspects in Section 8.4.

Position communication (lines 1-3). At the beginning of
each round each sensor communicates its position to the
neighbors in a secure way. In particular, a sensor s at round
t broadcasts the following message: (s, pos'(s), t, Sigs) where
Sigs is the signature of the same message signed by s. By
receiving the information sent by its neighbors, the sensor s
determines the sets N'(s) and C'(s). Notice that, if s discov-
ers that a sensor advertises a fake position, s immediately
marks it as untrusted.

Movement verification (lines 4-17). In this phase, a sensor s
verifies the movements of its neighbor sensors to determine
the set of trusted N/ ..(s) and untrusted N! . . .(s)
neighbors. At the beginning of the algorithm execution,
these sets are initialized so that N, .,(s) = C'(s) and
Mﬁntrusted(s) = @ (lines 4_6)

The set of untrusted neighbors at the current round,
N ustea(s), contains all the sensors of N/ 1 . (s) (line 8)

P nitrusted
plus possibly other sensors that are detected as malicious in

4. VFA based algorithms generally introduce a maximum moving
distance per round to avoid too long movements which may disconnect
the network.

5. Low-cost GPS currently available provide accuracy in the orders
of few decimeters [30] and have a cost around 200%$ per unit [31].
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the current round (lines 9-17). The set N, ;.,(s) is used in
the successive phase for the calculation of the virtual force
acting on s.

A sensor s, in order to verify the trustworthiness of a sen-
sor g, needs to know the position of all the sensors in the
area of influence of ¢. This is possible since R, > 2r; by
assumption. As a result, a sensor s verifies, for each sensor ¢
in C""!(s) and not yet in N! , . (s), the correctness of the
movement of ¢ at the previous round.

The first check that s performs for a sensor ¢, in order to
verify the correctness of its movement, is on the truthfulness
of the set N/-1. (¢q) (lines 12-13). s may determine that g is

trusted
untrusted if its set N/-1 .(q) is not consistent.

Algorithm SecureVF: node s at round ¢.

// Position communication:
1 Broadcast pos’(s);
2 Receive and verify neighbor positions;
3 Determine the sets N*(s) and C*(s);
// Movement verification:

4 if t = 0 then
5 N'Zntrusted(‘s) = Q);
6 L Nfrusted(s) = Ct(‘s);
7 else
t _ nt—1 .
8 Nuntrusted(‘s) - Nuntrusted(s)’
9 fOI‘ q € Ct (S) s.t. q ¢ Nintrusted(s) d()
10 if ¢ ¢ C'7'(s) then Nf . peq(s) < ¢
11 else
12 if (S g Ntt'r_'u,lsted(q) \ Ntt';J.lstad(q) 7¢— Ntil(s))
then
13 | Nintrusted(s) < q
14 else
15 Calculate o5’ (¢) on the basis of
Nttr_ulsted(q) and pos'~*(q);
16 if pos'(q) # pos'(q) then
Néntrusted(s) —q;
17 else Nttrusted(s) —q

// Trusted neighbors communication:
18 Broadcast the list of nodes in N/, ;cq(5);
19 Receive N/, ,s1eq(2) from any z € C*(s);
// Moving:
20 Calculate the virtual force on the basis of Ny, sea(s)
21 and move accordingly;

First inconsistency: the sensor ¢ may have maliciously
omitted s in the set of its trusted neighbors. Since s knows
that it has behaved according to the moving strategy, ¢
must include s in its trusted set. Second inconsistency: the
sensor ¢ may have pretended the presence of some trusted
sensors in N/l (q) which are not physically in its area of
influence, to try to justify its movement. The sensor s can
detect such malicious behaviour because N'~!(s) must
include the sensors belonging to C*~!(¢) (sensors in the area
of influence of ¢) because we assumed that R;, > 2ry.

If an inconsistency is detected, ¢ is marked as untrusted
and will be hereafter ignored by s when s calculates the vir-
tual force acting on itself.

6. Notice that, the trustworthiness of the sensors belonging to
C'(s) \ C*~1(s) will be evaluated at the next round.
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If no inconsistency is detected, the sensor s verifies
whether ¢ has moved according to the nodes belonging to
Ni-L i(q) (lines 15-17). To this aim, s calculates the expected
position of g at the current round ¢, pos'(q) on the basis of
pos'~1(q) and the set N/ .l .(q) received at the previous
round. The sensor s then compares pos'(q) with pos’(q)
which ¢ has just broadcast in the previous phase. If the two
positions are different, s marks ¢ as untrusted and includes
itin N! . .(s). Otherwise, s includes ¢ in the set N}, ,..(s)
which will be used to determine the virtual force acting on s
at the current round ¢.

Trusted neighbors communication (lines 18-19). In this phase
each sensor s broadcasts the IDs of the nodes belonging to
the set N/, ..q(s) calculated in the previous phase. This
information enables the neighbors of s to verify its move-
ment at the next round. This broadcast message contains
the following information: (s,q,qs,...,qs,t,Sigs), where
g € Nttrusted(s) and k = ‘Ntt'r'usted(sﬂ'

Moving (lines 20-21). In the moving phase, each sensor s
calculates the virtual force acting on itself on the basis of the

trusted set N!_ . .(s) and moves accordingly.

8.4 Dealing with Position Errors

Localization inaccuracies may occur as a consequence of
imprecision of the GPS system, which may prevent a sensor
to correctly estimate its position. Moreover, any sensor
could be unable to position itself precisely due to possible
ground asperities. As a result, if a sensor s detects that a sen-
sor ¢ has not moved as expected, it cannot conclude that ¢ is
malicious, unless its deviation from the correct movement
exceeds a given maximum error threshold.

A malicious sensor could exploit knowledge of the
allowed positioning and location errors and perform a
series of biased movements which are within the allowed
error but which sum up to a movement to a final location
which is determined by the attacker. We address these
aspects by letting SecureVF deal with positioning and locali-
zation errors as follows.

We assume that the GPS system can incur a maximum
error egps and that the maximum moving error due to Aol
irregularities is bounded by ey,,. Furthermore, we assume
that localization and positioning errors are random. We
define ewy = €gps + €nmov. As a result, a legitimate sensor ¢
moving at a round ¢ to its expected position pos'(q) can
deploy in a position pos’(g) which is at most at a distance
emx from post(q). We define a deviation vector 7t(q) as the
vector that goes from the expected position pos’(g) to the
advertised position pos'(q). The described situation is
depicted in Fig. 4.

Let us consider a legitimate sensor s. For each sensor ¢
that enters in the area of influence of s during the unfolding
of the algorithm, s stores the root-mean-square RMS;(q) of
the deviation vectors of ¢, and a counter ns(g). When ¢
enters in the area of influence of s for the first time, these are
both initialized to null. If at a round ¢ the sensor s is able to
verify the movement of g, i.e., ¢ was in the area of influence
of s at the previous round, s calculates the deviation vector
T'(q). If |v'(q)] > aux then s marks ¢ as untrusted.
Otherwise, s updates RMS,(q) by including 7f’(q) and
increases the counter n4(q).
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Fig. 4. Effects of localization errors on a sensor q.

For a legitimate sensor ¢, the sum of deviation vectors
can be seen as a random walk starting at the origin where
each step has a maximum length eyx and is performed in a
random direction. The expected value of the root-mean-
square distance from the origin after n steps is upper-
bounded by euy+/n [32]. Since, the counter n,(q) keeps track
of the number of vectors that s considers for a sensor ¢, the
expected RMS;(q) is upperbounded by enxy/ns(q). We
define the normalized RMS measured by s for a sensor ¢ as

RMS,(q) :MJ? If s detects that RMS,(q) > Thaxéunx,
ns(q
then it marks ¢ as untrusted. The threshold T;.,, ensures

that it is very unlikely that a legitimate sensor is marked as

untrusted.

In Section 10 we show that the above described technique
allows SecureVF to defeat the OM attack and to achieve the
coverage goals of the network even in the presence of locali-
zation errors.

9 ALGORITHM PROPERTIES

In this section we study the security properties of SecureVF
against the OM attack and we discuss the termination of
DRM and SecureVF.

9.1 Security Analysis of SecureVF
In the following we denote by L and M the set of legitimate
and malicious sensors, respectively. Given a sensor
s € LU M, we define the set L’ as the set of legitimate sen-
sors whose movement can be influenced by s at round ¢. In
the following analysis we do not consider localization
erTOTS.

We first show that under SecureVF legitimate nodes are
never marked as untrusted.

Theorem 9.1. A legitimate sensors never mark other legitimate
sensors as untrusted.

Proof. Let us consider two legitimate sensors ¢ and s at
round ¢. A legitimate sensor ¢ marks s as untrusted only
if s advertises an inconsistent trusted set N}, .,.,(s) or if it
does not move according to the virtual force generated
by the nodes in N, ,(s). Since s is legitimate, it never
includes sensors in N, ,.,(s) which are not physically

present in its area of influence, nor does it misrepresents

their position. As a result, N}, .,(s) never contains
inconsistencies. Moreover, s always moves in compliance
with the virtual force generated by N/, ..(s), thus its
movement is always correct. As a result, ¢ does not mark

s as untrusted. O

Next, we consider the detection capability of SecureVF
with respect to malicious sensors. Notice that, if a
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malicious node m moves in compliance to the rules of
SecureVF, that is it advertises a trusted set with no incon-
sistencies and moves according to the virtual force gener-
ated by such a set, it cannot be detected by SecureVF
since m is actually behaving as a legitimate sensor. Nev-
ertheless, such movements are unlikely to meet the
attacker goals. In the following we define a malicious
movement as a movement which is not in compliance with
the deployment rules.

Theorem 9.2. Given a malicious sensor m € M performing a
malicious movement at round t, if Lt 0 then m is marked

m

as untrusted by at least one sensor in L' at round t + 1.

m

Proof. According to the assumptions made in Section 8.1,
legitimate sensors are able to detect false location claims,
sybil attacks and false identities by using standard tech-
niques. By the assumption that 7y < R;./2, we derive
that d'(s,m) < Ry, /2, Vs € Lt , where d'(-,-) is the dis-

tance at round ¢. Thus s is able to verify if N}, ,(m) is

inconsistent. As a result, the only degree of freedom that

m has in order to try to justify its malicious movement

without being detected is the selection of the nodes to be

advertised as trusted.

Notice that, all nodes in L/, are legitimate and are at a
distance less than r; from m, thus such sensors should be
included in the trusted set of m. If m does not include
one or more of them in N} . .(m), then such sensors
eventually mark m as untrusted at round ¢ + 1 and then
the theorem is proved.

On the contrary, if m includes all sensors in L! in
N} ea(m), such sensors are at a distance less than or
equal to 2r; from m at round t+ 1. Indeed, since we
assumed that the maximum moving distance per round
is r1/2, we have that d"*!(s,m) < 2r; because:

d(s,m) < 2(rp/2) +d'(s,m) < 2r;.

As a result, at the next round all sensors in L/ are able to
verify the correctness of the current movement of m.
Since m is performing a malicious movement, it is not
moving in compliance with the virtual force generated
by the advertised trusted set, as a consequence it is even-
tually detected and all sensors in L! mark m as

untrusted at round ¢ + 1. ]

Notice that, it is possible to formulate more complex
attacks than the OM attack which cannot be detected by
SecureVF. As an example, it is possible to formulate
attacks in which the set of malicious sensors is split in
two teams. The first team performs malicious movements,
as in the BOM attack. The second team creates an addi-
tional layer of sensors between legitimate sensors and the
team performing the BOM, but moves in compliance to
the VFA algorithm pretending not to discover the mali-
cious behavior of the first team. If the layer of the second
team is sufficiently thick, legitimate sensors do not reach
the area of influence of any sensor of the first team, thus
they are not able to detect the attack on the basis of a
local observation.

Nevertheless, it should be noted that the number of mali-
cious sensors necessary to perform the above described
attack is conspicuously larger than in the case of a simple
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BOM attack. Furthermore, in order to ensure that the second
team properly surrounds the first one, malicious sensors
must form the attack configuration in the Aol before the
deployment of the network, which is a not required in the
case of the BOM attack. An early deployment is necessary
to ensure that no legitimate sensors can reach a sensor of
the first team even by chance.

9.2 Termination of DRM and SecureVF

The random movements caused by DRM may not terminate
if the setting of the threshold kppy is too low. Our experi-
ments show that even by setting kppy as low as 1.1, perfor-
mance stability is achieved with and without the OM attack.
By contrast, the termination of SecureVF is proved by the
following Lemma.

Lemma 1. SecureV'F terminates in a finite time, provided that the
underlying GVF algorithm has a guaranteed termination.

Proof. Theorem 9.2 ensures that a malicious sensor perform-
ing a malicious movement is either ignored by its neigh-
borhood or detected by at least one legitimate sensor.
Hence, the number of malicious movements for each
malicious sensors that influence the deployment of legiti-
mate sensors is limited by the number of legitimate sen-
sors. Therefore, let t* be the time of the last influential
malicious movement. After ¢*, malicious sensors will no
longer influence the movement of legitimate sensors, i.e.,
L! =10 for each m € M and ¢ > ¢*. From round ¢* on,
the sensor deployment follows the underlying GVF algo-
rithm. If GVF has a guaranteed termination, SecureVF
terminates in a finite time. O

In this paper we adopt PDND as an instance of GVF,
which has a guaranteed termination [3]. Note that, the ter-
mination of PDND is not guaranteed in the presence of
localization errors, as the experiments in Section 10.3 show,
however, even in this setting, SecureVF is still able to detect
malicious sensors and cover the Aol.

10 EXPERIMENTAL RESULTS

In this section we experimentally validate the results pro-
vided by the analytical model described in Section 5 and
we compare the performance of DRM and SecureVF.
Finally, we investigate the robustness of SecureVF to local-
ization and positioning inaccuracies. In order to do so, we
developed a simulator on the basis of the Wireless Module
of the Opnet simulation environment [33]. We use the fol-
lowing simulation parameters: R;=5m, R =25m,
7 = V3R, r; = 1.2r*, moving speed 1 m/s, size of the Aol
150 x 150 m?.

10.1 Validation of the Analytical Model

In this section we verify through simulations the capability
of the analytical model introduced in Section 5 to predict
the effects of the BOM attack on a network running the
PDND algorithm [3] without any security mechanism.

The goal of the attacker is to reduce the monitored area,
that is the portion of the Aol in which legitimate sensors
are confined without crossing the barrier. We use the ana-
lytical model to estimate the impact of the BOM attack on
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(a) (b) ()
Fig. 5. BOM attack on a network running PDND.

the network considering the two applications described in
Section 5.3. In particular, we aim at estimating: (1) the
minimum monitored area (mMA) as a function of the
number of malicious sensors deployed, given the number
of legitimate sensors, by using Eq. (3); (2) the minimum
number of legitimate sensors necessary to ensure that the
mMA is equal to a target value, given the number of mali-
cious sensor deployed, by using Eq. (4).

We consider a scenario where legitimate sensors are ini-
tially randomly deployed over the Aol while malicious sen-
sors form a barrier parallel to one edge of the area. Fig. 5a
shows the considered scenario with 500 legitimate sensors
and 35 malicious sensors.

Malicious sensors perform the BOM attack by moving
the barrier from right to left. When the barrier starts moving
across the Aol legitimate sensors are repelled, resulting in a
reduction of the monitored area (Fig. 5b). As the size of the
monitored area decreases, the density of legitimate sensors
increases, thus the force exerted by the barrier is no longer
sufficient to repel legitimate sensors and some break
through (Fig. 5¢).

We compare the estimates provided by the analytical
model for the two applications to the results obtained
through simulations. In the experiments the mMA is calcu-
lated as the portion of Aol in which legitimate sensors are
confined when no more than 3 percent of legitimate sensors
cross the barrier.

In the first set of experiments, we deploy 500 legitimate
sensors and we increase the number of malicious sensors.
Fig. 6a shows the obtained results. The theoretical analysis
shows a good fit with the experimental curve. The results
highlight that even a small number of malicious nodes
can cause serious damage to the network. As a numerical
example, the attacker is able to reduce the mMA to less
than 50 percent of the Aol by compromising only the 7
percent of legitimate sensors. This shows the detrimental
effect of the BOM attack when no security mechanisms
are in place.

In the second set of experiments, we deploy 30 mali-
cious sensors and show the minimum number of legiti-
mate sensors necessary to balance the effect of the
barrier, as a function of the target mMA. Results are
depicted in Fig. 6b. Also in this case the analytical model
has a good fit with the simulations in predicting the
effect of the BOM attack. In order to achieve an mMA
larger than 80 percent of the Aol, the number of legiti-
mate sensors has to be more than 23 times higher than
the number of compromised sensors (700 legitimate sen-
sors, against 30 malicious sensors). Similar to the first set
of experiments, this set also shows how easy it is for an
attacker to compromise the monitoring capability of a
VFA based network.
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10.2 Performance Comparisons

In this section we experimentally study the efficacy of DRM
and SecureVF against the OM attack and we evaluate their
performance. We consider two dynamic attack scenarios on
an already deployed network. In the first scenario malicious
sensors form a barrier parallel to an Aol edge, which gradu-
ally shifts towards legitimate sensors, while in the second
scenario malicious sensors create a circular coverage hole
by radially moving from the center of the area. In order to
maximize the effect of the attack, the attacker stops moving
malicious sensors as soon as at least 3 percent of legitimate
sensors have penetrated the barrier. Under SecureVF, mali-
cious sensors advertise a trusted set that contains every
node in their area of influence to avoid easy detection due
to a malformed set.

In the experiments, DRM and SecureVF adopt the force
formulation of PDND. For this reason, we compare them to
the basic version of PDND. In the evaluation we do not con-
sider localization errors, which are studied in Section 10.3.

10.2.1 Barrier Attack

In this set of experiments we consider a scenario where
legitimate sensors are initially randomly deployed over the
Aol while malicious sensors form a barrier parallel to an
Aol edge and are initially located outside the area. The bar-
rier gradually moves towards legitimate sensors to reduce
the monitored area. An example of the considered scenario
with 600 legitimate sensors and 50 malicious sensors is
shown in Fig. 7a.

Before showing the experimental results, we give an
example of the execution of PDND, DRM and SecureVF in
the considered scenario. In this example, we set kppy = 1.5
for DRM. Figs. 7b, 7c, and 7d show the final deployment
achieved under PDND, DRM and SecureVF, respectively.
Although the number of legitimate sensor is more than
10 times higher than the number of malicious sensors, the
OM attack severely reduces the monitored area of PDND.
Under DRM the attack has less impact, nevertheless the
attacker is still able to significantly reduce the coverage
because it stops the barrier as soon as only a few sensors
have crossed it. As a result, the density on the left side of
the barrier does not exceed the critical threshold which
would ignite more random movements. On the contrary,
under SecureVF legitimate sensors detect and ignore mali-
cious sensors. As a result, the barrier is crossed by several
legitimate sensors as soon as the it enters the Aol, thus it
stops moving and complete coverage is achieved. We also
investigated the case in which the attacker pushes the bar-
rier to the left side of the Aol without stopping it. Even in
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Fig. 7. Barrier attack: Initial deployment (a), final deployment of PDND
(b), DRM (c) and SecureVF (d).

such a case malicious sensors are detected and ignored and
legitimate sensors achieve full coverage.

We now show the performance comparison between
PDND, DRM and SecureVF in the considered scenario. In
the experiments we study several performance metrics by
increasing the number of legitimate sensors while the num-
ber of malicious sensors is 50. We consider two settings for
the density threshold of DRM, kpey = 1.2 and kppy = 1.5. The
performance metrics are related to legitimate sensors only.

Fig. 8a shows the coverage achieved by the considered
algorithms. PDND is strongly affected by the OM attack; it
achieves only 75 percent of coverage even when legitimate
sensors are more than twice the minimum number neces-
sary to achieve full coverage. DRM is able to reduce the
impact of the OM attack. A lower setting of the threshold
kpru results in a higher coverage because a lower density is
required to give start to the random movements. Neverthe-
less, DRM is not able to achieve full coverage even when
900 sensors are deployed. SecureVF enables legitimate sen-
sors to detect and ignore malicious sensors, as a result legiti-
mate sensors successfully spread over the Aol, maximizing
the coverage.

The average distance traversed by sensors is shown in
Fig. 8b. PDND shows a decreasing traversed distance as the
number of legitimate sensors increases. This is due to the
lower impact of the attack when more legitimate sensors are
present. If few legitimate sensors are deployed, the barrier
pushes and confines them on a small area, resulting in a
long traversed distance. On the contrary, as the number of
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legitimate sensors increases, the barrier stops earlier, reduc-
ing the distance traversed by sensors. Under DRM, the tra-
versed distance depends on the setting of the threshold kpgu.
A lower value causes more random movements, thus
increasing the overall traversed distance. Under SecureVF
the barrier stops moving as soon as it enters the Aol, as a
result legitimate sensor quickly reach an equilibrium of the
virtual forces and traverse short distances.

Fig. 8c shows the average number of moving actions per
sensor. This is an important metric to evaluate mobile sen-
sor deployment algorithms, since a sensor consume a high
amount of energy to start and stop a movement [28]. The
behavior of the number of movements under PDND is simi-
lar to that of the traversed distance: the movements end as
soon as the barrier stops. DRM is not particularly affected
by the setting of kpgv. The number of movements under
DRM depends on the distance traversed by the barrier as
well as on the amount of random movements. With a lower
setting of kpgy the barrier stops earlier, but the number of
random movements is higher. On the contrary, a higher set-
ting of kppy lets the barrier move further in the Aol, but
incurs in a lower number of random movements. These two
effects compensate, causing the two settings of kpay to
behave similarly. SecureVF requires a significantly lower
number of movements with respect to the other approaches,
because the barrier is promptly detected and it does not
impact the deployment of legitimate sensors.

In Fig. 8d we show the cumulative energy consumption
per sensor. Sensors consume energy for communications
(sending and receiving messages), start and stop actions,
and movements. We consider the energy cost model
expressed in energy units (eu) adopted in [21], [28], [29],
[34]: receiving a message costs leu, sending a message
1.125eu, Im movement and starting/stopping a movement
cost the same as 300 messages.

The considerations made for the traversed distance and
the number of movements apply also to the energy con-
sumption for the considered algorithms. SecureVF shows a
local maximum around 400 sensors. This is a common
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Fig. 8. Barrier attack: coverage (a), traversed distance (b), number of movements (c), consumed energy (d), termination time (e). Coverage achieved
with 600 legitimate sensors.
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behavior of mobile sensor deployment algorithms when the
number of deployed sensors is close to the minimum
required for full coverage, because all sensors have to move
to contribute to the coverage of the Aol. The energy con-
sumption under SecureVF increases with the number of
sensors because of the higher communication overhead
required to exchange the trusted set as the sensor density
increases.

The termination time of the considered algorithms, i.e.,
the time at which all sensors stop moving, is depicted in
Fig. 8e. PDND, DRM and SecureVF have a similar trend
with respect to the above described metrics. SecureVF is
able to achieve a higher coverage in a shorter time when
compared to DRM and PDND.

In order to further study the performance of the algo-
rithms, we performed a set of experiments by deploying
600 legitimate sensors and increasing the number of mali-
cious sensors. Fig. 8e shows the achieved coverage. The
coverage provided by PDND decreases as the number of
malicious sensors increases, because the OM has more
impact when more malicious sensors are available. DRM
behaves similarly to PDND when there are not enough
malicious sensors to cause random movements of DRM.
On the contrary, when random movements occur, the
provided coverage is not affected by the number of mali-
cious sensors deployed and it only depends on the setting
of kpmu. Under SecureVF malicious sensors are detected
and ignored, independently of their number, as a result
SecureVF achieves full coverage in all the considered
scenarios.

For space limitations, we do not show the results
related to traversed distance, number of movements,
energy consumption and termination time obtained by
increasing the number of malicious sensors. We summa-
rize these results here. PDND has the worst perfor-
mance. It shows an increasing trend in all the cited
metrics as the number of malicious sensors increases.
Since the OM attack has more impact when more mali-
cious sensor are available, legitimate sensors traverse
more distance, perform more movements, consume more
energy and the algorithm converges later. DRM shows
stability problems when malicious sensors are more than
70, for the setting kpry = 1.2. This is due to the density of
malicious sensors on the barrier which is sufficiently
high to let a legitimate sensor perform a random move-
ment when it is in the barrier proximity. SecureVF is not
affected by the number of malicious sensors deployed, it
provides full coverage achieving the best performance in
terms of all the considered metrics with respect to
PDND and DRM.

10.2.2 Donut Attack

In this set of experiments we consider malicious sensors to
be initially deployed at center of the Aol and then perform a
radial movement in order to create a circular coverage hole.
Also in this scenario, the attacker stops the movement as
soon as 3 percent of legitimate sensors have entered the cir-
cular zone. Legitimate sensors are randomly deployed over
the area. In the experiments we deploy 50 malicious sensors
and we increase the number of legitimate sensors.
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Fig. 9. Donut attack: Initial deployment (a), final deployment under
PDND (b), DRM (c) and SecureVF (d).

The considered initial configuration is shown in Fig. 9a
where 600 legitimate sensors and 50 malicious sensors are
deployed. Figs. 9b, 9¢, and 9d show the final deployment
achieved under PDND, DRM with kpy = 1.5, and
SecureVF, respectively. Also in this experimental scenario
the OM attack is able to significantly reduce the area cov-
ered by PDND and DRM.” Under SecureVF legitimate
sensors detect the malicious movement and then ignore
malicious sensors, achieving full coverage.

Fig. 10a shows the coverage achieved by PDND, DRM
and SecureVF. Also in this scenario, the coverage pro-
vided by the network under PDND is severely reduced.
DRM mitigates the effect of the attack, resulting in a
higher coverage than PDND. Notice that, when more
than 700 legitimate sensors are present, the coverage of
DRM with kpgy = 1.5 and PDND are similar. This is due
to the setting of the density threshold which is sufficiently
high to make random movements unlikely, and thus
legitimate sensors penetrate the circular area because of
the magnitude of the force exerted on frontline sensors by
legitimate sensors. In this scenario, the OM attack has less
impact on the network with respect to the barrier attack
for a given number of malicious sensors. This is due to
the longer perimeter such sensors have to cover while
performing the attack. SecureVF detects and ignores mali-
cious sensors also in this case, achieving the maximum
coverage in all the considered scenarios.

Figs. 10b, 10c, 10d, and 10e show the traversed distance,
the number of movements, the consumed energy and the
termination time, respectively. PDND has a decreasing
behavior in all the above mentioned metrics because, simi-
lar to the barrier case, the impact of the attack decreases as
more legitimate sensors are available. DRM shows an
increasing trend in the considered metrics because the ini-
tial density of malicious sensors is very high and causes all
legitimate sensors located in proximity of the donut to
move randomly. For the setting kpry = 1.5 the performance
converge to the one of PDND as the number of legitimate
sensors increases. SecureVF outperforms PDND and DRM
by achieving full coverage while requiring a lower traversed
distance, less movements, less energy and a shorter termi-
nation time.

Also in this scenario we perform a set of experiments by
randomly deploying 600 legitimate sensors and increasing
the number of malicious sensors. Fig. 10f shows the cover-
age achieved by the algorithms. The coverage of PDND

7. Note that, under DRM random movements may continue for a
while even after the barrier stops. Therefore, more than 3 percent of
legitimate sensors may have crossed the circular barrier when the algo-
rithm terminates, as shown in Fig. 9c.
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Fig. 10. Donut attack: coverage (a), traversed distance (b), number of movements (c), consumed energy (d), termination time (e). Coverage achieved

with 600 legitimate sensors.

rapidly drops as more malicious sensors are present. Simi-
lar to the barrier attack case, DRM achieves a coverage
which depends on the setting of kppy. SecureVF is not
affected by the number of malicious sensors deployed and
it achieves full coverage in all the considered cases. We do
not show results related to the other performance metrics
for space limitations. We observed similar trends with
respect to the one discussed for the barrier attack case.

10.3 Robustness to Localization Inaccuracies

In this section we study the robustness of SecureVF with
respect to localization inaccuracies, as described in
Section 8.4. We consider a scenario where legitimate sensors
are initially deployed on a stripe located on the left side of
the Aol, while malicious sensors form a static barrier which
splits the Aol in two halves. The initial deployment is
shown in Fig. 11a.

Fig. 11b shows a zoomed snapshot of the execution of
SecureVF with eyyxy = 1m. The white bars show the average
normalized RMS of the deviation vectors (see Section 8.4)
measured by legitimate sensors. Notice that, we show the
normalized RMS as a vector to highlight the bias in the devi-
ation vectors of malicious sensors. As the figure points out,
the normalized RMS of legitimate sensors remains small
and has a random direction. On the contrary, the biased
movement of malicious sensors cause their normalized
RMS to grow and eventually exceed the threshold Tpaxerot,
as described in Section 8.4. As a result, malicious sensors
are detected and ignored.

¢ i

(a) (b)

Fig. 11. Localization errors: initial deployment (a), average normalized
RMS (b).

Notice that the PDND algorithm, on which the force for-
mulation of SecureVF is based, does not guarantee conver-
gence in the presence of localization inaccuracies, i.e.,
sensors may be unable to stop their movement. As a result,
we studied the performance of SecureVF over time. In the
experiments we set Ty, = 3 and we consider different set-
tings of the maximum error eyx.

Fig. 12a shows the coverage over time under different
settings of eny. Higher values of eny lengthen the time
required by SecureVF to cover the Aol, because more devia-
tion vectors are needed to detect malicious behaviors. Nev-
ertheless, SecureVF is able to achieve complete coverage
under all the considered settings. As expected, when
amx > 0, the algorithm does not converge, as a result the
traversed distance increases as shown in Fig. 12b. Oscilla-
tion control mechanisms can be introduced to ensure termi-
nation as described in [1].

11 CONCLUSIONS AND OPEN PROBLEMS

In this paper we pointed out, for the first time in the litera-
ture, the security vulnerabilities of deployment algorithms
based on VFA. We introduce the OM attack, specifically tai-
lored for mobile sensor deployment algorithms. We analyti-
cally studied a particular type of OM attack, where
malicious sensors form a barrier, showing its detrimental
effect on network coverage. We propose two approaches to
counteract the OM attack, DRM and SecureVF.

1200
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200
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Fig. 12. Localization errors: coverage (a) and traversed distance (b) over
time.
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This new area of research still remains vastly unex-
plored. In the following we discuss some of the open
research problems.

New attacker strategies can be designed, which may
have different goals instead of reducing the network cover-
age and may exploit attacks such as Sybil attack and node
cloning.

Other deployment schemes, besides VFA, have been pro-
posed to deploy mobile sensors, such as Voronoi based [28]
and pattern based [21]. These schemes do not take into
account potential security vulnerabilities and thus are prone
to security attacks which need to be further investigated.
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