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Causal Relatedness and Importance of Story Events

Tom TRABASSO AND LLINDA L.. SPERRY

University of Chicago

The question of what makes a statement

Simportant”

in a story was studied. Causal

relations were identified between all pairs of events in six folktales. using context-depen-

dent, logical criteria of necessity. and counterfactual tests of the form: If event A had not
occurred. then. in the circumstances of the story. event B would not have occurred. Causal
networks were derived from these identifications for cach story and two properties of them
were found to predict judgments of importance: (1) the number of direct causal connections
and (2) whether or not an event was in a causal chain from the opening (o the closing of

the story. The judged importance of a statement increased with the number of causal con-
nections and causal chain membership. Regression analyses showed that substantial pro-

portions of variance were accounted for jointly by both propertics and uniquely by causal

connections. The importance of a statement. whether identified by structural analysis o

Judged by naive subjects. seems to be determined by analogous assessments of the state-

ment's causal and logical relations to other statements in the text.

In this paper, we examine what makes a
statement ““important’ in a text. We sug-
gest that a decision about the importance
of @ unit in a text depends directly upon the
number and quality of the relations that the
unit has to other text units. In the present
case, we propose that for narrative texts.
causal and logical relations inferred by the
comprehender are what underlic judgments
of importance.

The study of important units in text has
a long history. Binet and Henri (1894), in a
study of recall of stories by children. found
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that the units recalled were important in the
sense that their omission rendered the re-
called sentence or passage “unintelligible. ™
Newman (1939) found that
story clements were better recalled than
Sunessential” elements. Gomulicki (1956)

eSS entials

showed that subjects sclectively recall
words or phrases that contribute most (o
the Johnson
(1970) parsed prose materials into units be-

- meaning s off @ passage.
tween which pauses were judged by one
group to occur at least S0¢ of the time and
asked other judges to sclect those which
were Sstructurally™ important to the text.
The number of subjects who selected a unit
was correlated with the degree of recall of
these units by independent groups of sub-

jects at different retention intervals.

More recent approaches have operated
within the framework of text structure anal-
ysis. Mceyer and McConkie (1973) had sub

Jects construct hicrarchical outlines of cx-

pository passages. Units high in the hici
archy were recalled more often and were
rated as more important than those low in
the structure. This velationship between
memory and level inoa structure has also
been found by Kintseh and Keenan (1973)
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in recall and by McKoon (1977) in recog-
nition of propositions.

These correlational findings between im-
portance and structure have also bccn
found for stories. Rumelhart (1977) derived
4 hicrarchical structure of episodic (goal-
outcome) sequences based upon assump-
tions about superordination of the goals and
found that those elements high in the hier-
archy were more likely to be recalled or
summarized than those lower in the hier-
archy. Similar assumptions and findings on
recall are reported in Black and Bower
(1980).

Thus. it is a well-established empirical
fact that elements judged to be important
by various criteria arec more likely to be re-
called and summarized. However, the
guestion as to what determines the judg-
ment of importance remains unanswered by
these investigations since, cven in the
structural approaches, the structure itself
has been derived on the basis of judgment
about what is important.

Thorndike (1917) suggested that the im-
portance of a statement depends directly on
its relational role to other statements in the
text. If so, then the structure constructed
from the text by the comprehender would
also depend upon these relations. Here, we
consider narrative text to be a case in point
and assume that the primary relations are
logical and causal in nature. This assump-
tion that statements are linked via causal
inferences is widely shared (Black &
Bower, 19805 Black &  Bern (1981
Graesser, 9815 [Lehnent, 1978, 1981 Man-
dler & Johnson, 1977; Nicholas & Tra-
basso, 1980; Omanson, 1982a, 1982b;
Schank, 1975; Rumelhart, 1975, 1977; Stein
& Glenn, 1979; Trabasso, Secco, & van den

Brock, 1984; Warren, Nicholas, & Tra-
basso, 1979).

When a person judges the importance of
a statement, he or she apprehends the con-
ceptual dependencies that the statement
has to other parts of the text. Judging im-
portance thus would take into account the
antecedents, consequences, and implica-

tions of a statement. lmporlzlpcc, [ht‘rcfol'&
depends upon the number of operatjy,, and
direct connections a statement has ¢, other
statements.

The relations that a statement has tO
other statements arc identified in twg . ys.
cither of which may serve as a by for
judging its importance. The first relygional
property is a qualitative assessment op pow
statements in a text are linked tg gach
other. Statements which are linked by suc-
cessive causes and consequences thugh
the story from its opening to Its ¢|yging
have been assumed and variously idepgjfied
as important by being in a ““causal chain’
(Schank, 1975; Trabasso ct al. 1984; W, ren
et al. 1979). by being “central™ (Omgpgon.
19824, 1982b). or by lying on a “‘¢pjgjcal
path’” (Black & Bower, 1980). Such ¢yents
arc found to be better recalled (Black &
Bower, 1980; Omanson, 1982b: Trapasso
et al.. 1984), more frequently summgpized
and given higher ratings of importance
(Omanson. 1982b) than cvents which are
not on the causal chain.

The second relational property is a mea-
surc of how many dircct, operative links a
statement has to other statements, The
number of connections has been referred to
as either “‘structural centrality’ or ‘‘rela-
tional density’ by Graesser and his gsso-
ciates (Graesser., 1981 Graesser, Rob-
ertson, & Anderson, 1981) and as simply
the ““number of causal connections’ by
Trabasso et al. (1984). Both sets of inves-
tigators have shown that this variable pre-
dicts recall. In the present study, we ex-
amine whether both of the above structural
propertics predict judgments of importance
of story events.

One problem with a relational approach
is that the identification of the causal and
logical relations between statements must
be made reliably. In a recent chapter, Tra-
basso ¢t al. (1984) analyzed four stories
studied by Stein and Glenn (1979). Using
logical criteria of “‘necessity in the circum-
stances’ and counterfactual reasoning (see
Mackic, 1980, and below for a fuller de-




CAUSAL RELATEDNESS AND IMPORTANCE

scription), Trabasso et al. identified the di-
rect causes and consequences of state-
ments and depicted the story as a causal
network of events and event relations. The
advantages of this procedure are that it pro-
vides a logical, analytic, and a priori basis
for identifying causes and consequences in
narrative text, while, at the same time. al-
lowing for the derivation of both the causal
chain and number of connections. Trabasso
and his colleagues showed that the causal
variables predicted the amount of imme-
diate and delayed recall, the particular
cvents children thought were most impor-
tant, and the kinds of answers they gave to
why questions.

The present study builds on the Trabasso
ct al. (1984) study. In particular, we make
more explicit the assumptions and proce-
dures of the original causal analysis em-
ployed by Trabasso and his colleagues since
they relied primarily upon counterfactual
reasoning and did not explain other prop-
crties of the causality concept necessary to
the analysis. Using counterfactual criteria
to judge relations between events provides
areliable basis for capturing the conceptual
dependencies which obtain. However.,
counterfactual tests do not effectively dis-
tinguish between conditions that enable
cvents and factors that cause them. We also
cxtend the analysis to judgments of impor-
tance by adults on a different set of stories.

We were fortunate to discover a study
that used stories from an oral tradition.
thereby assuring their naturally occurring
complexity, and that investigated the judg-
ment of importance of statements (Brown
& Smiley, 1977). These investigators
studied the ability of adults and children to
rank and recall important statements in six
stories from the folk literature of Japan and
China (Sakade. 1957, 1958). Our objective
was (o predict the average importance rat-
ings given by their adult subjects using a
priori knowledge of the causal role of cach
statement in the stories.

In the present analysis, we define the
concept of causality employed, consider
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the logical criteria for identifying relations.,
and discuss the kinds of causal relations
that can occur. Then we illustrate the anal-
ysis through a derivation of the causal
structure for onc of the six Brown and
Smiley (1977) stories. Finally, we examine
whether the properties of the causal net-
work are predictive of judgments of impor-
tance of the events portrayed in cach of the
SIX stories.

Concept of Causality

In order for the comprehender to apply
world knowledge and make causal infer-
ences, a context in which events, states.
and actions occur must be inferred (cf. Col-
lins. Brown, & Larkin, 1981). The infterred
context provides what we refer to as a sct
of “*circumstances’ and is crucial to the
definition of causation (Mackice, 1980). The
circumstances contain the background con-
ditions and presuppositions necessary (o
infer multiple necessary and sufficient
causes 1In. a stony.c Without (he -
cumstances,; the particulat ‘evients lack
meaning.

The concept of causation with respect to
the events in a narrative assumes that cer-
tain propertics are linguistically encoded in
the description of the events, resulting in
causalt cohenence at thie sentence level:
These linguistic features. modified from
those suggested by Lakoff and Johnson
(1980), occur within or across a sct of state-
ments portraying a causal event. In the set
of statements, there 1s a patient (either a
person or an object) who undergoes state
changes as a result of actions or processes
cnucll‘d by an agent. Agents may be cither
persons or physical mechanisms. Agents
that arc persons arc assumed to cause ac-
tions and may be motivated either by some
goal or caused to act by unidentifiable psy-
chological mechanisms. Agents that are
physical mechanisms arc assumed to cause
processes. ‘Temporal and spatial contiguity
Is assumed to exist between the agent and
paticnt in order for a given action or pro
cess to effect a particular state change.
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Consider, now, as an cxample the first
three statements of The Father, His Son
and Their Donkey story in Table 1. In state-
ments (1) through (3), we recad that a pa-
tient. the donkey, is undergoing a change in
Jocation from home to the town. This state
change is a result of an action, taking the
donkey, on the part of two agents, the fa-
ther and his son. and their action is moti-
vated by a goal, to sell the donkey. Note
that a large number of supporting infer-
ences is required for these statements to be
understood this way: One may presupposc
that the father and his son own the donkey.
that they are leaving home and are on their
way to the town, that they are riding the
donkey or walking beside it on a road. that
they arc sclling the donkey to raise moncey
for other needs. and so on. Although these
inferences create part of the circumstances
and aid in connecting cvents, they arc as-
sumed but not identified in the present anal-
ysis. Graesser (1981) has identified such in-
ferences for narrative texts in a network
representational system by using why and
how questions on the events in the surface
representation of the story. The present
analysis identifies relations between the
surface events but assumes that what is
being related are the conceptualizations un-
derlying the surface cvents. The relations
themselves entail unspecified inferences.

Consider as a second example statements
(53) through (56) in Table [|. Here, the
donkey is the agent. Its state is described
in statement (53), namely, that it does not
like being tethered to a pole carried by the
father and his son. This state psychologi-
cally causes it to act by kicking which re-
sults in a state change of an object, the
breaking of the rope. This state change
physically causes the donkey, now a pa-

ticnt, to undergo another state change of

falling into the water.
Logical Criteria

To judge whether a causal relationship

exists between two events, the criterion of

TRABASSO AND SPERRY

necessity in the circumstances is Uyed
(Mackie, 1980). Necessity is tested by the
usce of a counterfactual argument of Lhe
torm: If not A then not B. That is, an eVant
A is said 1o be necessary to event B if iy jg
the case that had A not occurred then,
the circumstances. B would not have (.-
curred. In the above example, event (53) g
said to have caused event (54) since if e
donkey had not disliked being tied then j
would not have kicked ferociously. Lil .
wisc, event (54) caused event (55) sineg jf
the donkey had not kicked ferociously thep
it would not have broken the rope. Ny
that cach of these judgments assumey g
context in which the events, states, and .-
tions occur.

In analyzing pairs of cvents, it is ngp-
mative for us to answer affirmative 1o e
counterfactual assertion with high congj-
dence in order to accept an initial juqg-
ment of a causal relation. In some CZlSQ;_
the judgment may be less than certain ayd
a relationship may be accepted as the begt
available option in spite of a lower degree
of confidence. It should be noted that (ke
criterion of necessity in the circumstances
implies that the consequence is depende
in some manner on the cause or that the
cause determines the consequence. Finally,
it should be stressed that we followed 'l‘r-:,,
basso ¢t al. (1984) in positing a relation o
exist only if the causc was believed to be
operative at the time of the cffect. As a ve-
sult, only direct causes are identified. How-
ever, direct causes may operate over a dis-
tance in the text. A frequent example of a
cause which operates at a distance and yet
is a direct cause occurs when a goal moti-
vates an action that is enabled by an im-
mediately prior action. The goal may have
been established several statements prior to
the enabling action. Specifically, statement
(2), the goal of going to town, motivates the
father and son to resume their journey in
(47) and (48). However, the act of tying the
donkey’s legs in (45) enables them to carry
the donkey (47) over the bridge (48).

From the set of direct, proximal causes.
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47. tried to carry him on their shoulders
48. over a bridge

1.59
49. that led to the marketplace. ;j:(l)
50. This was such an odd sight A Y
S1. that crowds of people gathered around to see i, -
52. and to laugh at it. .
53. The donkey, not liking to be tied.,
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Pause unit

54. kicked so ferociously
55. that he broke the rope.

56. tumbled off the pole into the water.
57. and scrambled away into the thicket.
58. With this.

59. the father and his son hung down their heads

60. and made their way home again.

61. having lcarned that by trying to please everybody.

62. they had pleased nobody.
63. and lost the donkey (oo.

indirect or distal causes may be inferred by
transitivity. This is achicved by joining to-
gether successive causes and cffects. that
is, A and B would be joined to B and C,
forming the chain A-B-C. Thus, if A is
necessary in the circumstances for B and B
is nccessary in the circumstances for C.
then A is nccessary in the circumstances
for C, assuming that the sct of circum-
stances has not changed (L.ewis, 1973).

For direct, operative causes., onc may
employ various criteria of sufficiency in the
circumstances (Mackie, 1980). Trabasso et
al. (1984) used a ““weak™ definition of suf-
ficicncy: Event A is sufficient in the cir-
cumstances for event B in the sense that if
A Is put into the inferred context and the
cvents are allowed to go on from there,
cvent B will occur. Since the identification
of causes is context dependent. a strong
definition, such as if event B did not occur
then one would infer that event A had not
occurred either, is not used. The latter def-
inition would be used if one wished to iden-
tify general, sufficient causal relations that
hold independent of the context. In narra-
tive analysis, the identification of relations
is between particular causes and conse-
quences since these are embedded in the
context of a story.

Kinds of Causal Relations
o facilitate the identification of causal
relations among cvents, the taxonomy of

TABLE | —Continued
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importance

2
2.94
2.88
3.00
[ 12
2.65
1.94
3.65
3.82
3.76

relations described in Warren et al. (1959)
was employed. The advantage of namj,e
the relations is that the name constryjps
which events can be causes or conge-
quences. That is, if a relation is labeleq s
““motivational.”” the relation must be |-
tween a goal and an action. In the ty4-
onomy. there are six types of inferred |-
lations that can exist between statemengg:
motivation. psychological causation, phy, -
ical causation, ecnablement, Icmpg““”
succession, and temporal coexistence. The
distinction between motivation and psych -
logical causation is mainly on the basis of
goal versus nongoal-directed actions. To |-
lustrate, statement (53) motivates state-
ment (54). The state of not liking to be tied
(53) is assumed to be a goal state which
motivates the donkey to kick ferocious]y
(54). In contrast. statement (45) psycholog-
ically causes an involuntary action in state-
ment (53). The original act of tying the don-
key's legs (45) has the psychological effect
of the donkey not liking his present state
(53).

A physical causc involves naive interpre-
tations of the physical world or of mechan-
ical causality between objects and/or
pcople. Thus, statement (54) physically
causes statement (55). The donkey’s
kicking (54), given one’s knowledge of the
physical world, causes the rope to break
(S5

Enablements

involve actions, occur-
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rences, or states which are necessary by
not sufficient to cause other actions or
states. For example, statement (48) enableg
statement (56). Enablements are conditions
and not causes in the sense of the causation
criteria described above. el Cnablementg
satisfy the necessity in the circumst
criterion and pass the countert
Enabling conditions as wel] as other back-
ground conditions are thysg given status
cquivalent to causes in dclcrmining rela-
tions between events, even though that of
enablements may not contain
verbs (actions or processes)
state changes.

In temporal succession. LWo cvents
happen in sequence but are not causally re-
lated. It is also not the case thy the first
cvent enables the second event. Statements
(59) and (60) are temporally successive but
(59) is neither a cause nor an cnablement of
(60). The fact that the father and his son
hung down their heads (59) was not nec-
cssary for them to make thejr
(60).

In temporal coexistence. (wo cvents
happen at the same time but are not caus-
ally related. Statements (6) and (8) are
lated by temporal coexistence. The girls
laughing and talking (6) occur with one
of them crying out, “*L.ook there, and so
on (8). The fact that they were laughing and
talking was not necessary for one of them
to call out.

ances
actual test.

causative
sodgents, or

way home

&=

METHOD

Derivation of a Causal
Network Representation

The six stories obtained from Ann Brown
(via personal communication) were enti-
ted: (1) How to Fool a Cur, (2) The Drag-
ones Teans, (B) The Father: His Son and
Their Donkey. (4) The Ketwle That Would
Not Walk. (5) A Test of Skill, and (6) Tlic
Squire’s Bride. Causal networks were de-
rived for all six stories and arc available.

RELATEDN g
SBILATEDINTGSY K IMPORTANCE
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Upon reque
Purposes of
only one de

x.l, from the first author. Fop
illustration and saving Space
vation, that for :

° The E Uher
His Son il 1 : ather,
et e Donkey Riienn
detail, S bUieported in

Fable | shows the units for 77,0

¢ Fathey,
I'he unigs we
and Smiley ( 1977)

His Son and Theiy Donkev.
obtained by Brown :
Johnson'g (1970) procedure
served gag Slatemengs
since we found (h
cient state
the

re
using
- hese onit
in the analysig
at they contained suffi-
or action informatjon to identify
conditions or causes required for
mecting the necessity in the ¢
criterion. In the
study, importan
fined:

for
ircumstances
Brown and Smiley (1977
ce was operationally de-
Adult judges sorted statements of
cgch story into quartiles according to the
“Importance of cach statement to the story
as a whole. Statements in the lowest quar-
tile were assigned the value |

and those in
successive quartiles of

Increasing impor-
lance were assigned the values of 203 and
4. The mean importance value is listed for
cach statement in Table |.

The first step in the analysis involves the
finding of dirccet. operative causal relations
between pairs of statements. A pair of
statements is judged to be related causally
(or not) by intuition. followed immediately
by a counterfactual test. After an initial
pass through the entire story. the causal
pairs are retested by counterfactual rea-
soning. Then, the pairs arc assembled via
common statements into a causal network.
Once in the network. relations are tested
for a third time using counterfactual rea-
soning. During the process of counterfac-
tual testing, pairs of statements may be
climinated or added to the set of causal re-
lations.

The two authors analyzed three of the
stories together and then. as a cheek of re-
liability. three of the stories independently.
They z;gl'ccd on an average of 96% of the
0 alll e = (0
Cohen. 1960). Differences were resolved
through discussion. A third judge. Paul van

relations (average k
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den Broek, experienced in such analyses on
other stories, indcpcndcnlly derived causal
networks for all six stories. His judgments
were compared against the aggregate of the

authors’ judgments. The proportion of

agreement averaged 97% (average k = .68,

all p = .01).
Figure | depicts the causal network de-

rived for The Father, His Son and Their

Donkey. Statements (1) and (2) share tem-
poral coexistence since the father and his
son in (1) are agents of the action in (2).
Note that together, these statements pro-
vide the ““setting’’ information of the story
(Stein & Glenn. 1979) and a beginning set
of circumstances since they introduce the
protagonists in a time and place. Statement
(3) provides further circumstances and mo-
tivates (2) since it contains a goal for the
action. If the father and his son were not
going to scll the donkey, they would not be
taking the donkey to the town. While there

I Al

Causal network representation for 7he Father, His Son

may exist other reasons for their action, we
assume that the storyteller included state-
ment (3) as the main reason for their going
to town with the donkey. Note that state-
ment (3) is taken as necesary in the circum-
stances for statement (2) in particular, but
not for statement (2) in general. That is, we
are not willing to claim that, in general, fa-
thers and sons go to town with their don-
keys in order to sell them. Thus it can be
seen that the present use of the counterfac-
tual analysis applies to particular cause—ef-
fect pairs and not to general ones (Lewis.
1973).

Continuing our analysis, statement (4)
enables statement (3) to be realized since
the father and his son would have to be at
the marketplace in order to sell the donkey:
If they were not at the marketplace, they
would not be able to sell the donkey. Note
that statement (4) alone is not sufficient (0
sell the donkey. For example. both the fa-

and Their Donkey story.

N
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ther and his donkey would have ¢ be
present as would potential buyers. 4 mar-
ketplace, a medium of exchange, and so op
Statement (2) physically causes statement
(5) since the act of taking the donkey 1o
town results in their going some dist
toward the town. If they had not been
taking the donkey to town. they would not
have gone some distance. Statement (5) en-
ables (6) as does (7). The respective actions
of going some distance and of the maidens
returning from town together cnable the fy-
ther, son and donkey to meet the maide
If the father. his son and the donkey hag
not gone some distance or if (he maidens
had not been recturning from town, they
would not have met. We have already
pointed out that (8) is in temporal coexis-
tence with (6) and does not meet the ne-
cessity criterion. Statement (6) psycholog-
ically causes statement (9). That is, the
sight of the father, son, and donkey causes
one of the maidens to cry out. It she had

not seen them, she would not have crie
out.

ance

NS

d

The next two statements involve conver-
sation and cognitions which present special
difficulties. We adopted a set of conven-
tions for analyzing sequences of utterances
in accordance with the causal and logical
criteria used in identifying nonconvers:-
tional statements. First, the act of Usaying”
something was assumed to be caused by
prior events. However., saying’ does not
causce what is said: rather, we assumed that
saying’ enables one to utter words. What
is uttered is caused by cvents both internal
and external to the speaker. In most of the
conversations in the Brown and Smiley sto-
ries, utterances frequently serve as reasons
for other utterances cither by the same
speaker or by the addresscee. In this sense.
then, an utterance may causc another ut-
terance if the first is necessary in the cir-
cunstances for the second, even though we
arc not awarc of all of the reasons why
somconce utters something. Thus, in the
first encounter, statement (9) cnables (11)

Journey. Note that st
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Which_ ip turn,
If the maide
would not p
Serv

psychologically Causes (1()
n had not said Something. xhc-
- lave said (11) ang (10). HL‘r ob-
Vaton of thejy walking besjde instead of
rding on (he donkey implies (hyy she valyeg
l‘he latter ang thus regards them gy “t‘oolx‘.’
for doing the former, Hence, jr she ‘
observeq that they were
riding. she would not h
were fools.

had noy
walking instead of
ave said thag they

The Mmaidens remarks in (1() and (1)
have 4 Psychological cliffecy . namely. ([2)
wherein the father hears what she said. Ob-
viously. if the remarks had not been ug-
tered, the father would not have heard
them. The consequence of the father
hearing the sontent off the Ulterance psy-
chologicully causes him to carry out an
tion in (13), namely. (¢
on the donkey. If {he
the maideny remarks

ac-
lling his son (o climb
father had not heard
. he would not have
asked his son (o climb on the donkey.

In statement (I4). they resume their
atement (2) contains
The father and son had a0

ol going to the town.
motivates (14) in that if they had
not wanted to go 1o town.

have continued their

goal information:
subordinate goal
Thus, (2)

they would not
journcy. Statements
(13) and (14) Jointlyicnable (15) The <ons
riding on the donkey and the father's
strolling alongside together enable them to
travel farther down the road. These condi-
tions enable (16). their coming upon a group
of old men.

Their mecting (16) psychologically
causes one of the men (o perceive them ;\11(!
to speak to them (17). The old man's
speaking (17) enables him to utter state-
ments (18) through (23). These utterances
involve a logical sequence. Statements (ZQ)
and (21) serve as rcasons for the events in
(I8) and (19) and are. in turn. glcpcndcnl
upon prior events. The son’s hc?ng on the
donkey (13) and the group ol old. men
talking (16) psychologically result in llvlc
cvulua;lion of the boy in (20) while the lq—
ther's walking alongside (14) psychologi-
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cally causcs the inference that he had to
walk (21). Statements (20) and (2_1) arc the
bases for (18) since the conclusion ‘druv\fn
in (18) depends upon the evidence given in
(20) and (21). Two further con..s‘cqucm.'cs
follow from (20) and (21): An imperative
that the boy should get down (22) which
would enable his father to ride (23), and the
showing respect (19) which moti-
vates (23). This episode ends with (22) and
(23) motivating the son to get down (24).
This cnables the father to get on the donkey
(25) which is also psychologically caused
by (23).

Once again, the subordinate goal of going
to town in (2) motivates the action con-
tained in (26). Note that (26) 1s also cnabled
By () Simce o (ho circumstances, the fa-
ll;cr had to be on the donkey before they
could resume their journey to the town.
This resumption physically results in their
going some distance (26) before the journcy
is interrupted by yet another encounter that
initiates a new episode. The fact that the
father. son, and their donkey are traveling
on the road (26) psychologically causes the
women Lo penceive ithemi(27): Obscerving
the boy walking behind the father (24) psy-
chologically causes the women (o cry out
(30). proclaiming that the boy can hardly
keep up with his father (32). Statement (32).,
in turn, serves as the reason for an cvalu-
ative question: How could the father ride
under such circumstances @Bt C
women had not disapproved of the son’s
walking. they would have raised the ques-
tion. The father’s riding (25) also psycho-
logically causes (31) in conjunction with
(32). Statements (31) and (32) were taken to
be the bases for (28) and (29), respectively.
The women accusce the father of being lazy
(28) because they observe him riding while
his son walks (25). They also tell him that
he should be ashamed (29) becausce they
boy can hardly keep up with him (32). Ap-
parently, the father understands the impli-
cations of the question in (32) since it along
with the chastisement in (29) psychologi-
cally causce him to bring the boy up behind
him on the donkey (33).

goal of

Once again. their journcy is resumygy
(34). motivated by their subordinate goal ¢
going to town (2). and cnabled by the fathy -
and the son both riding on the donkey (3.\)-
Their approach to the town (34) psycholo\g_
ically causes a townsman to address théy,
(35). His speaking (35) enables him to ralye
an evaluative question of the ownership f
the donkey (36) which is psychological)y,
causcd by an assessment of the manner in
which the pair were treating the donkq,,
(39). The father is psychologically Czlllﬁ\\a
to respond affirmatively (37) to the questiop
in (36). This response is also based upbp
the fact that the father and the son dve
taking the donkey to town (2). The ang_
wer in (37) psychologically causcs thic
townsman to deny the assertion in (38) e
the same reason that he raised the questiop
in the first place (36), namely. that he b
licves that the father and son overwork the
donkey (39). The basis for this ps_vcholog_
ical effect is the fact that the father and sop
arc both riding on the donkey (33). The
townsman’s speaking in (38) cnables him 1o
carry the argument further (40). Since the
townsman assumes. for unspecified reg-
sons. that they are strong (40). this leagg
psychologically to his beliet that they Qe
better able to carry the donkey than itis to
carry them (41). The latter phrase in (41) is
another reason why the townsman assetys
that they overwork the donkey (39). The
gullible and accommodating father an-
swers. “Anything to please you™ (42). in
response to the whole address initiated by
(38) but most directly caused by the impli-
cative to carry the donkey in (41). The fa-
ther's reply (42) enables him to indicate in
(43) that they will comply. which is psycho-
logically causcd by the implicit imperative
in (41). As a result, the father is psycholog-
ically caused by his agreement to cooperate
in (43) to get down with his son (44) and 1o
begin a scries of actions to carry the
donkey. the first of which is to obtain a pole
(46). They tic the donkey’s legs (45) which
is cnabled by their getting down (44) and
causcd psychologically by the suggestion to
carry the donkey in (41). Having tied the
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donkey’s legs (45) and having obtained the
pole (46) enable them to carry the donkey
(47). This act is also psychologically caused
by the townsman’s suggestion in (41). The
act of carrying (47) physically causes them
lp go over a bridge (48) which is also mo-
tivated by (2), their original subordinate
goal of traveling to the town. The fact that
the marketplace is near the bridge (49) con-
strains them to cross the bridge since the
bridge leads to the town.

The final encounter occurs as they are
crossing the bridge with the donkey on the
pole, prompting an evaluative comment by
the storyteller (50). Two sets of conse-
quences ensue. The first pair of events are
of little further interest. The townspeople
are psychologically caused to gather (51)
and laugh (52) at the odd sight (50). The
sccond sct of consequences is more se-
rious. The original act of tying the donkey’s
legs (45) has the psychological effect of the
donkey not liking it present state (53) which
{nolivalcs it to kick ferociously (54) which,
in turn, physically causes the rope to break
(55). The original act of tying (45) enabled
the ropes to be around the donkey’s legs so
that they could be broken by its kicking. As
a result of the rope breaking (55). the
donkey involuntarily falls into the water
(56) which is enabled by its presence on the
bridge (48). The donkey scrambles away
(57), an action caused by two sources: his
bcn.ng in the water (56) and his dislike of
hcmg tied (57). The statement in (58).
“With this,”" is taken to be mean “after tying
the donkey,” and is thus regarded as tem-
porally coexistent with (57). Thus, the don-
key's escape has produced an involuntary
state in which the father and the son have
lost the donkey (63). The final consequences
arc that the father and son hang down their
heads in (59), an effect produced by the loss
of their donkey, and they return home in (60),
motivated by the fact that they will not be
able to achieve their original goal (3) because
of the donkey’s loss (63).

This story contains a moral. Our ap-
proach to morals and other interventions
into the story by the storyteller has been to
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look for the reasons behind the storyteller's
comments. In this case, we identify a
causal dependency between statements in
the story and the concluding remarks by the
storyteller. This analysis shifts the point of
view from the main protagonists to that of
the storyteller. However, the analytic pro-
cess remains the same. We assume that the
storyteller is motivated to conclude in (61)
and (62) that the father and son Icarned that
by trying to please everybody (the actions
of compliance in statements [3, 24, 25, 33,
and 47), they ended up pleasing no one (the
reactions m 10: 19,28, 29 38839 5 = and
52). Statement (61), a generalization, and
the loss of the donkey (63) are, respec-
tively, a motivation and a psychological
cause for (62), their failure to please any-
body. including themsclves.

Causal Chain Identification

In order to identify whether or not the
cvent depicted by a statement is in a causal
chain (Black & Bower, 1980: Omanson.
19824, 1982b; Trabasso et al.. 1984). criteria
arc needed for opening. closing, and con-
tinuing the chain of events. Trabasso et al.
(1984) defined the opening of the causal
chain as consisting of those events which
introduce the protagonist(s). sct the time
and locale, and initiate the story’s action.
In The Father, His Son and Their Donkey.,
these statements (1), (2). and (3). The
closing of a story is defined in terms ol what
happens to the protagonist’s goal(s). It the
goal is attained, the causal chain ends with
statements that indicate goal attainment: if
the attempts fail, the causal chain ends with
the direct conscquences of the failure. In
The Father, His Son and Their Donkey,
statements (61) and (62) arc summary con-
sequences of the protagonists” tailure to sell
the donkey. Once the opening and closing
statements are identified. one traces events
via causal connections from the opening to
the closing cvents. Those events which
have causces and conscquences lcading
from the opening to the closing are in the
causal chain. Thosc events which lack
causes or which do not eventually lead to
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the closing cvents arc ““dead-end’’ cvents
(following Schank, 1975). The causal chain,
generally, is the longest chain of events
through the story.

In Figure I, causal chain cvents arc cir-
cled numbers while the dead-end events are
left Uncircled IStatements (D2F(@) sand (O)
open the causal chain with sctting infor-
mation. which introduces the protagonists
in a time and place, and with goal infor-

mation relevant to the action that follows.

In this story, the closing occurs with the
moral in statements (61} and (62), which
sUmmarizes the ftather and his son's mul-
tiple attempts and failurces, and with state-
ment (63), the failure of the stated goal to
sell the donkey. The remaining causal chain
evenls are found by tracing connections
from statements (1), (2), and (3) through to
Slatements (61) and (62). If a connection
can be found through an cvent from the
opening to the closing statements, itis
judged to be in the causalt-chianm - [ i
cannot, it is judged to be a decad-end cevent.
Some examples of dead-end events arc (4),
(8). and (59). Event (4) is a condition which
would enable a goal in event (3). Event (8)
is a temporal cocxistence without conse-
quences. Event (59) is an emotional reac-
tion without further conscquences per-
taining to goal attainment or failure.

Our definition of a causal chain is an at-
tempt Lo opcerationalize Schank’s (1975)
original idca. Other operationalizations are
those of Omanson (1982a) and Black and
Bower (1980). Omanson based his identifi-
cation on criteria that events be both causal
and purposcful: Black and Bower required
that the events lead to a successful outcome
in the problem-solving scquence. In addi-
tion to using explicit, logical criteria for
judging causal relations, Trabasso ct al.
(1984) made explicit the criteria for opening
the causal chain and changed assumptions
about the ending. Since stories do not in-
variably lead to successful outcomes, such
as The Father, His Son and Their Donkey,
goal-failure as well as goal-attainment cri-
teria should be used to define the end of the

story.
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RESULTS AND DISCUSSION

Two propertics of the networks were
found for cach story: The number of direct
connections (forward and backward) for
cach event in the network and whether or
not an event was in the causal chain. For
example. statement (24) has a total of five
connections of which two are causes for
(24) and three are cffects. Statement (24) IS
also in the causal chain since its causes can
be traced to the opening statements and it
effects can be traced to the closing conse-
quences. Statement (49) has only one con-
nection, an cffect, and is a dead-end cvent
since it is not caused. Temporal connec-
tions, as designated by the interscction
signs in Figure 1. refer to two events linked
temporally but not causally and in the mea-
sure of number of connections count as
single connections. Thus. statement (1), al-
though assigned to the causal chain, has
only onc conncction, namely. to statement
(2). Statement (1) does not share statement
(2)’s connections cven though they are tem-
porally coexistent since statement (1) does
not have the causal cffect that the content
in statement (2) implics.

Multiple regression analyses were car-
ricd out on the importance ratings for cach
statement in cach story with the number of
dircct connections and causal chain role as
independent factors. Table 2 summarizes
the regression findings for the full model of
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the two factors and their inge
each factor alone, and for
ance of cach factor.

raction, for
the unique vari-
In Table 2, it can be seen that for a1y SiX
stories, the full model accounted for signif-
icant, high proportions of (he Variance,
Connections alone and causal chain alone
cach accounted for substantia|, significang
proportions of variance. In all sjx case
interaction between the two {
statistically significant. When one factor
was entered into the regression before the
other, connections uniquely accounted for
significant proportions in five out of six sto-
ries. However, causal chain failed o ge-
count for any significant unique variance.
The full model accounted for an average
of 30.2% (range was from 16.7 10 44.4%) of
the variance in the importance ratings.
number of connections accounted
for 14.6% on average, while
chain accounted uniquely for an average of
only 2.1%. The high, average common vari-
ance of 12.2% indicates that events in the
causal chain are also more highly con-
nccted than events that are dead-end.

S, the
actors was not

The
uniquely
the causal

The main effects of causal chain mem-
bership and the number of causal connec-
tions on judgments of importance are
spectively shown in Figure 2. In .l"igurc
the average importance judgment Increased
in value as the number of direct ¢

e
)

5

ausal con-

CE = 2
CAUSAL CHAIN
3.0
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DEAD-END
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| . T T I e

: . i 5 5 7-11
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Number of Causal Connections
Fia. 2. Average importance judgment \‘;n?m“\ ll;]sl
dead-end and causal ch:liq statements that vary in
number of direct connections.
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ant was (h
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share (he SdAme number
through 4 i Figure 2)
essentially parallel,
tical independence
interaction.
Content diffe,
causal ch

lue
causyl chain
at the events ip
connectiong that
H Oweve,
ad-end cventy
of connections 2
. the two curves were
reflecting thejy statis-
and their nonsignifican

‘ences occurred b
ain and dead-end ¢
also contributed to the
unique variance altribut
chain factor.

ctween
vents which
low proportion of
able to the causal
The dead-end events con-
tained information not found in the causal
chain cvents. namely. locative or temporal
information and conversational asides
which do not allow causal connections. Fx-
amples of locative units arc ““at the mar-
ketplace i the fireplace ' and
away, in a strange country.™ Temporal ex-
amples include *‘one day.” “*suddenly.
and “‘after a few moments. ('onvcrxui
tional asides frequently mark points 0(
speaker emphasis such as i me A drugpn

Or ““anyone, let alone a cat.” exclamations
such as “*well, what do you know!" or = lony
some magic!™ and social conventions \u'ch
aAS S y()u please’ or “‘good duy.”' While
the locative information may provide ¢n-
abling conditions and therefore be neces-
sary I\‘m‘ other events, the temporal and con-
VC]‘;;IIi()I]&ll statements cannot play such a
role. Consequently. these .\'lulcm‘cnlx have
al most only one relation: that f’l temporal
coexistence or xucccx.\'ioAn‘ These three
content categories respectively accounted
for 10, 12, and 2% of the dead-cnd xl;flc-
ments and received very low average im-
portance ratings of .23, |.24‘~ zuid 1.714:
These kinds of statements arose l.mm l]‘L
parsing of the story ile pause uml.‘\.‘ an-;
mally, these kinds of units would Ix‘ "1 p(‘n
of a sentence. In addition to these clauses,

e
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more complete statements, all of which

were emotional responses, were dead-end

These accounted for an (l(ldl—
end units and wer

Thus, content dlt—

in naturc
tional 15‘/( of the decad-

rated 2.05 in importance.
ferences can be used to explain the low rat-
ings of dcad-
connections is either I (or possibly 2)
Figure 2. When the conncections factor was

entered first into the multiple regression,
this source of variation was rc cmoved from
the causal chain factor’s ctfect.

The remaining content categorics, states,
goals, and actions. were common to both
causal chain and dcud- end cvents. While
these three gorics respectively ac-
counted for 20, 3, and 77 ¢ of the dead-end
they dld n()l ditfer from one another

cach having an average
a value below the average

L(ll

cvents,
in importance,
rating of 2.26,
importance rating of causal chain cvents
(2.72). Normalizing the distribution for
these dead the respective per-
centages were 32, 6, and 62: the respective
percentages for these cvents in the causal
chain were 32. 9. and 59. Thus, the relative
distributions of states, goals, and actions
were quite similar. When these common
types of cvents were cquated for number of
connections in Figure 2. the judgments of
importance were higher for causal chain

-end cvents,

€ VEmls:

The fact that connectivity is colincar with
the causal chain and uniquely accounts for
substantial variance in importance judg-
ments of narrative statements depends
upon the story used. ‘Trabasso and van den
Brock (1985) carried out multiple regres-
sion analyses on (wo other existing cor-
pora, that of Stein and Glenn (1979) on
story recall and that of Omanson (1982b) on
four measures of story umlcrslunding: im-
mediate and delayed recall, importance
judgments. and summarics. In both of these
cases., the causal chain factor accounted for
substantial unique variance. A comparison
ol the present Brown and Smiley stories
with those used by Omanson and by Stein
showed that cvents in the

and Glenn

end events whose number of

present stories were significantly less likely
to be on the causal chain and to be more
connected (p .05). Thus, differences in
variation among the independent vurlublcx
may have accounted for the differences in
the amount of variance accounted for by
the two factors across the studies (see Tra-
basso & van den Brock, 1985, for a more
detailed treatment).

The amount of variance accounted for by
the two factors may have depended upon
variation between the stories reported in
Table 2. The proportion of events in the
causal chain has a rank order correlation of
.72 with the proportion of variance ac-
counted for by this factor: for connections,
the correlation is a perfect 1.00. However,
the correlation between the two factors
themselves is negative in value (p = —.33),
reflecting the same inverse correlation seen
in comparisons of the properties of the
Brown and Smiley with the Stein and Glenn
and Omanson stories.

Visual inspection of the causal networks
for the story in Figure | and for those of
Stein and Glenn (sce Trabasso ct al.. 1984)
and of Omanson (sce Trabasso & van den
Brock. 1985) indicates that the nctworks
become more lincar and less connected as
one progesses from storics originating in
the oral tradition (Brown & Smiley) to ones
modificd from that tradition for children
(Stein & Glenn) or written expressly for ex-
perimental purposes (Omanson). In effect
storytellers in the oral tradition achicve co-
herence by omitting irrelevant detail and in-
cluding only cvents which are highly re-
lated to what has been previously stated.
it is possible to achieve coher-
cnce with linear. largely causal chain sto-
rics since Trabasso ct al. (1984) found a per-
fect lincar correlation across the four Stein
and Glenn stories between amount recalled
events in the causal

However,

and proportion of
chain.

Previous reports that the causal chain
alone determines recall (Black & Bower,
1980: Omanson. 1982b). summarization, or
importance judgments (Omanson. [1982b)
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should be reexamined in light of the prese

nt
study. Given the substantial common vari-
ance between causal chain and number of

connections in the present study, it is pOs-
sible that events identified as sicentralty or
on a “critical path’ covaried with conpec.
tivity. Trabasso and van den Broek (1985)
in a reanalysis of Omanson’s (1982b) data
found that connectivity shared substantia]
variance with the causal chain factor ang
that both accounted for significant, unique
proportions of variance on recall, summa-
rization, and importance judgments.
Brown and Smiley (1977) found devel-
opmental differences in children’s abilitics
to determine levels of importance of story
events, both in judgments and recall (but
see Pichert, 1978). Distinguishing among
different levels of importance may be as-
sumed to depend upon the making of causal
inferences during encoding. The more re-
lational inferences made for a given event,
the more likely the comprehender would
later be able both to recall and Jjudge the
importance of that event. Young children
may initially make few relational inferences
and thereby construct a less coherent net-
work of events. In support of this conjec-
ture, Stein and Glenn (1979) found that fifth
grade children recalled more information
and gave more causes as answers to why
questions than did third and first graders.

Trabasso et al. (1984), in their reanalysis of

the Stein and Glenn data, found that the
slope for the linear recall across stories as
a function of the proportion of causal con-
nections declined systematically for the
younger children. Capacity limits as to the
number of causal inferences made for a
given event during the course of reading or
listening to a narrative may account for the
developmental differences found in these
studies. Such limits may, in turn, depend
upon knowledge as well as other memorial
limits (Chi, 1978).

The fact that causal relations account for

substantial proportions of the variance in
Judgments of importance supports the as-
sumption that causal inferences underlic
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ic Construction of a story repr
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5) and Schank (1975 ‘ e
e <.‘ 3., Rumclharl (1977
€I revised his model to reflect q ki ;
chical structues of eventy Sucthl('1 L
served as the basis for Black ur;ld];;:)(\:vlthy
(-I‘)S()) modgl. Itis Possible that hicrzlrch%{' ;
lcp}‘csc1111111()11 in terms of goal wpcr)l'tj('”
nzmon mz‘ly be a consequence ot;IhC 'n“ I!_
cation of najye theories of psychol(; lv)pl—
and physica] causation to napr -
on the part of those who do story analy g
and representation. In gcnerall supcr()r.di;
nate goals may have more
quences that subordin
possible for

alive evengy

causal conse-
ate goals, but it jg
subordinate goals to dominage
“‘ story. A case in point is The Father, His
Son un_d Their Donkey story where the su-
perordinate goal of selling the donkey i
ever realized and o subordinate goui of
121k}ﬂg the donkey to town dominates the
action. The subordinate goal (2) was given
an average importance rating of 3.35 and
had six causal connections; the superordi-
!u\lc goal (3), however. was rated as less
Important (mean = 2.71) and had only three
causal connections. Van den Brock and
Trabasso (in press) found that the degrece to
which goals were summarized depended
upon their causal role rather than upon
their hicrarchical status. A superordinate
goal was summarized more often than a
subordinate goal only when these goals
were in the causal chain and had more con-
nections that the subordinate goal. Thus,
one cannot assume, a priori, that a super-
ordinate goal is the most important goal
cven though it may be placed at the top of
a hierarchical scheme.

Connectivity of statements plays a role
in the hicrarchical structures for nonnarra-
tive as well as narrative texts (Kintsch &
van Dijk, 1978; Meyer & McConkic. 1973).
In these systems, connectivity is a combi-
nation of overlap between arguments. as
well as logical and causal connections.
Keenan, Baillet, and Brown’s (1984) recent
contrast between causal and argument
overlap as predictors of speed of processing
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and degree of recall suggests that causal
and/or logical dependenciecs among propo-
sitions may play a larger role in the repre-
sentation of nonnarrative text than had
been previously assumed. In support, van
den Broek and Trabasso (1984) had judges
rate the strength of causal relatedness for
pairs of events taken from the Stein and
Glenn stories. They found that the judg-
ments of causality varied with the number
of intervening causcs, independent of ar-
gument overlap as well as temporal or sur-
face distance factors. Trabasso and van den
Brock (1985) assessed the degree of argu-
ment overlap between pairs of statements
in the Stein—=Glenn and Omanson storics
and converted this measure to one of dis-
tance in a ncetwork. They found that the
proportion of variance accounted for by ar-
gument overlap was negligible on judg-
ments of importance as well as recall and
summarization measures.

Finally, all discourse analysis involves

Judgment. Structural analyses entail nu-

merous judgments, many of which remain
noncxplicit. Our results indicate that judg-
ments of importance are determined, in
part, by local linking of onc cvent to an-
other by causal and/or logical inferences.
The result of these individual links is a net-
work of cvents and cevent relations. Our
analysis, it should be pointed out, has been
restricted to identifying relations between
explicit statements in the text. Graesser
(1981) identificd and provided evidence for
causal inferences which may be entered
into the network structure. Together, these
sets of relations appear to be used in judg-
ments of importance. If this is generally the
case, then structural analysis involves pro-
cesses similar to that used by subjects. The
long history of corrclational findings be-
tween importance and other measures such
as recall may be a result of similar knowl-
cdge of the world and of processes of naive
causal rcasoning by both the analysts and
the subjects.
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