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Manipulating Narrative Salience in Interactive Stories
Using Indexter’s Pairwise Event Salience Hypothesis

Rachelyn Farrell , Stephen G. Ware , Member, IEEE, and Lewis J. Baker

Abstract—The salience of a narrative event is defined as the ease
with which an audience member can recall that past event. This
paper describes a series of experiments investigating the use of
salience as a predictor of player behavior in interactive narra-
tive scenarios. We utilize Indexter, a plan-based model of narra-
tive for reasoning about salience. Indexter defines a mapping of
five event indices identified by cognitive science research onto nar-
rative planning event structures. The indices—protagonist, time,
space, causality, and intentionality—correspond to the “who, when,
where, how, and why” of a narrative event, and represent dimen-
sions by which events can be linked in short-term memory. We first
evaluate Indexter’s claim that it can effectively model the salience
of past events in a player’s mind. Next, we demonstrate that salience
can be used to predict players’ choices for endings in an interactive
story, and finally, we demonstrate that the same technique can be
applied to influence players to choose certain endings.

I. INTRODUCTION

INTERACTIVE narratives allow players to engage with the
narrative environment in ways that affect the resulting story.

To ensure that the narrative stays on track despite unexpected
input from the user, many interactive narrative systems contain
an experience manager component that monitors the player’s
experience and decides which content to display at each point
[1]. Typically this is done by controlling nonplayer characters
and choosing other world-level actions (e.g., locking doors, or
placing things where the player will find them).

Experience managers often utilize player models—structures
that contain information or assumptions about the player and
can be used to predict the player’s future actions [2]–[5]. Player
models can be generic; e.g., a player who explores the world
randomly, or a player who exhausts all possibilities in a single
location before moving on. They can also be based on theoret-
ical player types, e.g., a fighter or a pacifist. Some systems use
dynamic player models that are updated throughout the scenario
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as more information about the player’s behavior becomes avail-
able [4], [5]. Models can also be informed by the user’s previous
playthroughs or by data from other users.

One strategy is to maintain a detailed representation of the
player’s knowledge or understanding of the story based on the
story’s discourse. Knowledge representation is especially useful
in educational scenarios or in certain genres, such as detective
stories and mysteries, where information is key. By modeling
what the player knows and does not know, the system can ex-
plicitly choose actions that reveal or reinforce important details
to the player. User knowledge models can not only represent
what players currently believe, but also what they expect from
the future and even how they imagine hypothetical situations
would turn out [6]. Still, knowledge structures alone fall short
of representing what players desire from the future or what pref-
erences or intentions they have.

In this work, we investigate Indexter [7], a computational
model of narrative event salience (or prominence in memory)
as a means of predicting and influencing player behavior. Based
on the story’s events and discourse, we can model which past
events are more salient in the player’s memory at a given time.
To demonstrate that this can be useful in player modeling, we
conducted a study in which we predicted readers’ choices for
the final event in the story based on the salience of past events.
In a follow-up study, we showed that we can also influence play-
ers’ choices for final events by manipulating which past events
would be salient at the time.

Indexter is based on the event-indexing situation model
(EISM) [8], which states that narrative events are stored and re-
trieved in short-term memory along at least five indices: protag-
onist, time, space, causality, and intentionality (in other words:
who, when, where, how, and why). Indexter proposes a mapping
of these indices onto narrative planning events (discussed in de-
tail in Section III). This mapping allows plan-based narrative
systems to calculate the salience of any past event as a function
of the indices it shares with the current event. For example, if
a scene is currently taking place in the Tavern, then a previous
scene which also took place in the Tavern should be more salient
than others because it shares the space index with the current
event.

Although more nuanced models of narrative comprehension
have been proposed [9], we use the simplest interpretation of
Indexter (detailed in Section IV-A). We do this in part because
more research is needed to evaluate other options. Furthermore,
we assume that any effect we see with the simplest model can
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be strengthened by using a more complex one. We refer to this
as the pairwise event salience hypothesis:

A past event is more salient when it shares one or more indices with
the current event than when it shares no indices.

As a starting point for how salience of past events relates to
players’ preferences for future events, we used the following
hypothesis:

Players are more likely to choose a future event which makes the
past (overall) more salient.

This is inspired by the idea that players want the story to feel
consistent and unified, and that endings can remind players of
previous events as a way of bringing closure or “wrapping up”
the narrative.

This paper describes a series of studies that evaluates Indexter
as a measure of salience and suggests a means of relating the
salience of past events to preferences for future events. Specifi-
cally, we make the following claims.

1) We can effectively approximate the salience of past story
events in the audience’s memory using Indexter.

2) We can predict players’ choices for ending events based
on which past events are more salient.

3) We can influence players to choose certain endings over
others by manipulating event salience.

In this paper we describe three previously published studies
([10]–[12]) and present their results, present additional results
from three previously unpublished variations of the third study
(Sections IV-A3–IV-C3), and provide a unified discussion of the
studies and their findings.

II. RELATED WORK

Much of the research in the interactive narrative landscape fo-
cuses either on character believability [13]–[15] or on adapting
story structure and content in response to user input [1], [16],
[17]. Researchers have identified a need for a central experience
manager (or drama manager) that dynamically selects content
to display in response to user interaction. Experience managers
have used a variety of techniques [18]–[22] and often make use
of player models to predict which future plot points the player
is likely to choose. Our work relates specifically to research
toward building computational models of users’ knowledge, ex-
pectations, and preferences; and in particular, those based on
psychological models of narrative comprehension through dis-
course.

Nelson et al. implemented a declarative optimization-based
drama manager (DODM) that relies on predictions of likely
player behavior [23]. They used two simple player models—
that of a player exploring the world randomly, and that of a
player who explores randomly, but also listens to suggestions
given by the narrative. Their evaluation of the DODM showed
encouraging results when reinforcement learning was used to
precompute the decision policy offline. Other player modeling
systems, such as Thue et al.’s PaSSAGE [5] classify players into
predefined behavioral categories based on their actions. This ap-
proach showed promising results, although it relies on accurate
classification of players. This can be difficult in practice because

players may initially exhibit exploratory behavior—taking ac-
tions essentially randomly—rather than acting in accordance
with the player type that normally best suits them.

There are comparatively few works that focus specifically on
influencing user behavior [24]. Roberts and Isbell were able to
influence players using player models and concepts from social
psychology, discourse analysis, and natural language generation
[25]. El Nasr et al. influenced players in game environments
by using lighting and other techniques to draw their attention
to important elements in the game [26]. Our approach models
users’ preferences based on the salience of related events in their
memory. We believe this technique can be combined with other
player modeling strategies to produce a robust model that more
accurately predicts the player’s preferences and future actions.

Modeling player knowledge has been studied primarily in the
context of education and training systems or mystery genres,
where the user’s understanding of the narrative and its content is
central. Rowe and Lester presented a method for modeling users’
knowledge with dynamic Bayesian networks (DBN) [27]. Their
method was able to predict users’ accuracy on a postexperiment
test more effectively than a random baseline. This is a promising
technique, but the construction of the dynamic Bayesian net-
works requires either machine learning from data or extensive
hand authoring about the relevant knowledge components.

An alternative approach is to use QUEST, a psychological
model of question answering [28], to represent the user’s knowl-
edge of story events. Researchers have developed a mapping of
QUEST knowledge structures onto narrative plans which has
been used to validate various plan-based models of narrative [6],
[29], [30]. Additionally, players’ expectations about future story
events have been studied in the context of narrative affordance—
the idea that certain courses of action are suggested to be avail-
able based on the narrative and its genre [31]. In our work, we
focus on players’ short-term memory about past events and how
this affects their preferences for the future, operationalized as
which actions they would choose from a set of known options.

Our approach to linking salience with future choices is re-
lated to the improvisational theater technique of reincorpora-
tion [32], in which improv actors make previous events become
narratively necessary by introducing new events that logically
depend upon them. An evaluation of the use of reincorporation
in the interactive drama system Marlinspike [33] showed that
although reincorporation improved story unity and incorporated
more of the player’s actions into the main story thread, it did not
have a significant effect on players’ experience. Our salience-
based technique differs from reincorporation in the way that we
“reference” past events; rather than incorporating them causally
into the current event, we are simply adjusting the details of the
current event (the who, when, where, how, and why) such that
the player is reminded of the previous event.

Our method is based on Indexter [7], a plan-based model of
narrative discourse for reasoning about salience. Plan-based nar-
rative systems [34] are ideal for reasoning about story struc-
ture, particularly in the context of interactive stories with large
branching factors where hand authoring all the content becomes
infeasible. Plan-based models can incorporate character inten-
tionality [35], conflict [36], and individual character beliefs [37].
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Plan-based models have also been used to analyze specific dis-
course elements, including suspense [38], surprise [39], and cin-
ematic composition [40]. An overview of narrative planning is
given in Section III.

Indexter has also been used to predict how much agency—the
ability to have a meaningful impact on the narrative—players
feel when making choices [41]. The results of that study are
particularly relevant to the evaluation of our third claim and will
be described in Section IV-C.

III. INDEXTER MODEL

Indexter defines a mapping of the five event-indexing situation
model (EISM) indices—protagonist, time, space, causality, and
intentionality—onto narrative planning structures, such that a
pair of events may share up to five of these dimensions with
each other. This section first gives a brief overview of narrative
planning concepts, then describes Indexter’s mapping in detail.

A planner is an algorithm that attempts to solve this problem:
Given a world in some initial state, a goal, and a set of possible
events, find a sequence of those events which achieves the goal.
Our model is STRIPS based, meaning the kinds of events that can
occur are represented by abstract, parameterized operators [42].
Each event has preconditions which must be true immediately
before it is executed and effects which modify the world state.
The solution returned by a planner is a plan, or sequence of
events, that will achieve the goal when executed from the initial
state.

Narrative planning is an application of planning for generating
stories. The problem domain encodes the available characters,
objects, locations, etc. The initial state describes how the story
begins, and the goal describes what is required for the story to
end. The operators define any type of event or action that may
occur in the story. For example, if a character may steal an item
from another character, we might define an operator like this:

steal(?thief, ?owner, ?item, ?location)

Each parameter is a free variable which can be bound to a
constant corresponding to some specific thing defined in the
story domain. The preconditions for this event might be that
both characters are currently at the same location, and that one
character has the item, which could be represented as:

at(?thief, ?location) &

at(?owner, ?location) &

has(?owner, ?item).

This event would have the effect that the thief now has the
item, and the owner no longer does:

has(?thief, ?item) &

¬ has(?owner, ?item).

The remainder of this section describes, for each index, how
Indexter determines whether two events share that dimension.

Space and Time: Two of the indices, space and time, are
mapped directly to an event’s parameters. Indexter requires that
all domain operators contain a ?place parameter representing the

location that the event occurs, as well as a ?time parameter repre-
senting the time frame at which it occurs. Given this constraint,
we can say that two grounded events share the space index if
their ?place parameter is the same symbol, and the time index
if their ?time parameter is the same symbol. This requires the
domain author to determine the appropriate level of granularity
at which to discretize locations and time frames.

Although cognitive science research has demonstrated that
space and time can be hierarchically organized in memory [43],
[44], we find that interesting results can still be obtained us-
ing this simpler representation of times and places as unique
symbols. In our studies, we controlled for the ambiguity of spa-
tial and temporal organization by explicitly communicating the
times and places of events to the reader at the appropriate gran-
ularity.

It is worth distinguishing time in this context from recency.
The time index for an event represents a relative time frame
within the context of the story, such as “daytime” or “February.”
It is independent of how recently the event was narrated in the
story’s discourse.

Causality: For the causality index, we utilize causal links,
which were originally developed for partial-order causal link
planning [45]. A causal link signifies that there is a causal depen-
dency between two events—specifically, an effect of the earlier
event establishes a precondition for the later event. A causal link
is formally defined as follows:

A causal link s
p−→ t exists from event s to event t for proposition p

iff s occurs before t, s has the effect p, t has a precondition p, and no
event occurs between s and t which has the effect ¬p. We say that
s is the causal parent of t, and that an event’ s causal ancestors are
those events in the transitive closure of this relationship.

We can now say that, under the Indexter model, two events
share the causality index when one is the causal ancestor of the
other.

Protagonist and Intentionality: In addition to the author’s
goal, some narrative planners also reason about the goals of
individual characters. Character goals need not be satisfied in
the final state, but are used to justify the actions characters take.
Riedl and Young’s [35] model of character intentionality re-
quires event operators to denote which, if any, of their param-
eters represent consenting characters, or characters who must
“consent” to taking the action. In the steal example, the thief
should be a consenting character, because he or she must have
some motivation for stealing the item. While the owner of the
item is also a character, and is also involved in the action, he or
she is a passive participant and need not give consent in order
for the event to be reasonable. Two events share the protagonist
index if they have at least one consenting character in common.

Narrative planners using this intentionality framework keep
track of commitment frames for each character. In general, a
commitment frame is a series of causally linked actions that
starts with the adoption of a character goal and ends with the
satisfaction of that goal. A character may have many goals, and
there may be many commitment frames for a single goal. To
determine whether a character c consents to an action a, the
planner searches c’s commitment frames for occurrences of a.
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If it finds one, this means that chas some goal g which can be
used to explain c’s motivation to take action a.

The final index can now be defined as follows. Two events
share the intentionality index if they appear in the same com-
mitment frame—in other words, if both actions can be explained
by the same character goal.

In summary, two events share the following:
1) the space index iff their ?place parameters are the same

symbol;
2) the time index iff their ?time parameters are the same

symbol;
3) the causality index iff the earlier event is a causal ancestor

of the later event;
4) the protagonist index iff they have one or more consenting

characters in common;
5) the intentionality index iff both events have a consenting

character c, c has a goal g, and both events are causal
ancestors of some event that has the effect g. In other
words, both actions are taken by the same character in
pursuit of the same goal.

IV. STUDIES

A. Measuring Past Event Salience

The original description of Indexter [7] proposed calculating
the salience of a past event ei based on the presence or absence
of shared indices with the event currently being perceived. Each
index that the current event en shares with the past event ei
is given a value of 1; other indices are given 0. Each index
should also be assigned a weight coefficient corresponding to
the strength of its individual contribution to salience, such that
the total salience will be between 0 and 1. Then the salience of
ei can be calculated using the following:

salience(ei, en) = w1ten + w2sen + w3pen + w4cen + w5ien

where ten is the time index of the current event en, and likewise
sen , pen , cen , and ien are its space, protagonist, causality, and
intentionality indices, respectively; and finally w1, . . . , w5 are
the weights of each index. The authors of the EISM do not spec-
ify the relative strengths of the indices, so until these values can
be determined empirically (a clear direction for future work) we
assume that the indices are equally weighted. That is, wj = 0.2
for j = 1 : 5.

The purpose of our first study [10] was to validate this cal-
culation by evaluating its claim that a past event becomes more
salient when it shares indices with the current event. We formal-
ized the pairwise event salience hypothesis as follows: When
a past event shares one or more indices with the most recently
narrated event, that past event is more salient than one which
shares no indices with it.

For this evaluation we considered only events that shared ex-
actly one or zero indices, leaving the “one or more” aspect of the
hypothesis for future work. Because the binary comparison (any
index versus no index) ignores the possibility of some indices
mattering more than others, we conducted additional analyses
for individual indices compared to the None condition. For each
index, we tested the hypothesis that when a past event shares

this index with the most recently narrated event, that past event
is more salient than one which shares no indices with it. These
exploratory analyses do not fully compare the relative weights
of the indices and are meant primarily to suggest directions for
further study.

1) Methodology: Participants read short text stories one
event at a time, and were interrupted after reading a certain event
(the current event) and asked to recall a certain past event. We
utilized their response time to approximate salience—the shorter
the response time, the more salient was the event being recalled.

Measuring reaction time in this fashion is an established
means of studying salience in memory-related tasks [46], [47].
Although we expect differences in reading time by participant
as well as by story text, we did not control for this explicitly
because it would require each participant to read each story
multiple times. Since response times would necessarily be af-
fected by repeated viewings, we opted to run an independent-
samples design. This design accounts for individual differences
by increasing the threshold for statistical significance relative to
within-subjects tests. Individual differences are further assumed
to be evenly distributed due to random assignment.

The null hypothesis for our primary comparison states that,
among subjects who accurately remember the past event, the
subject’s reaction time will not differ significantly when the cur-
rent and past event share any index from when they share no
indices. Likewise, the null hypotheses for the individual index
comparisons, which are secondary in our investigation, state that
among subjects who accurately remember the past event, their
reaction time will not differ significantly when the current and
past event share that index from when they share no indices.
Theoretically, we would presume that subjects should be faster
when the current and past events share an index, acting as a
memory cue to speed retrieval; however, all statistical tests are
two tailed to test the possibility of slowing in the presence of
shared event indices.

We designed four story domains—a zombie apocalypse, a me-
dieval fantasy, a science fiction adventure, and a heist. In each
domain, we created six versions of a simple story and selected a
past and current event from each version, such that one story per
domain had a past and current event that shared no indices, one
had them sharing only the protagonist index, one the time index,
and so on. There was one exception based on index definitions:
When the past and current event share intentionality, they also
share protagonist and causality.1 The six versions of each story
were kept as similar to each other as possible, but some variation
was necessary in order to achieve the appropriate index match-
ing between the past and current event. Examples of variations
between stories are given in Fig. 1.

Since memory speed may be affected by the time that has
passed since the event, we attempted to control several proper-
ties related to the length of the stories. Table I gives summary
statistics for three important values. Length indicates the total

1Under the Indexter definition, sharing intentionality implies also sharing pro-
tagonist. While it is technically possible for two events to share intentionality
without sharing causality, we found that this required very convoluted and un-
natural stories, so this constraint was not enforced, and instead all events which
share intentionality also share causality.
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Fig. 1. Two versions of the Science Fiction story. In Story 1, the current and past events (14 and 6) share the protagonist index. In Story 2, the events (12 and 8)
share the space index.

TABLE I
SUMMARY STATISTICS FOR VARIOUS STORY LENGTH PROPERTIES,

GIVEN AS NUMBER OF EVENTS

number of events in the story (where the description of the initial
state is considered the first event). Prompt distance is the number
of events read before the subject is interrupted, and Prompt gap
is the number of events between the past and current event.

One design challenge for this experiment was the need to
probe the subject’s memory of a past event without affecting
their mental model. Simply asking if the subject remembers
“Roscosmos Crew listens to an inspiring speech,” for example,
likely primes their response by mentioning the Roscosmos Crew
characters. It was therefore necessary to attach some additional
information to each event that could be used to reference the
event later.

To accomplish this, we expressed each event in two sentences:
First, the event itself—a text representation of a planning op-
erator translated into simple natural language; and second, a
hand-written piece of flavor text associated with the event. For
example, the second event in the stories in Fig. 1 is “NASA
loads drill equipment onto Discoverer ship,” and the flavor text
associated with that event is “The metal is bright and shiny.”

The first event in each story is a complete description of the
initial state. There are two special cases for which other events
have additional text. When an event motivates a new character
goal, this is indicated with an additional sentence at the end. For

example, event 10 in Story 2 motivates the Martians to adopt
the goal to get revenge on NASA. Additionally, when the time
frame changes between two events, such as between events 8
and 9, this change is indicated at the beginning of the second
event.

In this particular story (Fig. 1, Story 2), the past and current
event (bolded) are events 8 and 12, respectively. Subjects were
interrupted after reading event 12 and asked if they remember
“Distant stars sparkle brightly”—the flavor text of the past event.
This indirect probing of memory has been used in similar studies
[48]. To ensure that the text successfully conveys which events
do and do not share indices, three raters tagged the past and
current events for each of the five dimensions. When raters dis-
agreed, the disagreement was discussed, the stories were mod-
ified, and the tagging was performed again until perfect agree-
ment was achieved (Cronbach’ s α = 1).

Indexter assumes that the audience will segment the narra-
tive’s events, time, and space into discrete units. It is important
for the granularity of the segmentation scheme used by Indexter
to match that of the audience’s mental model as closely as pos-
sible. In an attempt to ensure this, we had participants play an
initial training game containing short text events with a similar
format (i.e., template sentence+flavor text). Panels at the bottom
of the screen indicated the time frame (e.g., Day 1) and loca-
tion (e.g., Mars) of the event currently displayed. The game was
meant to prime the audience on how events, time, and space are
segmented in the test stories, and to ensure that readers perceive
changes in time and space when we intend them to. Previous
studies have primed segmentation through visual aids of spatial
arrangement [49] and through passive viewing of films prior to
an experiment [50].
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Stories were read online in a web browser. Participants placed
two fingers from the same hand on two keys (e.g., “1” and “2”)
and placed the other hand on the spacebar. One event is shown
at a time, and the spacebar advances to the next event. When the
participant is interrupted after reading the prompt event, they
are shown the flavor text from the past event and asked to press
1 for “yes” or 2 for “no” to indicate whether they remember it.
The time it takes them to answer is recorded using Javascript,
which has been shown to be sufficiently accurate for measuring
response time across different systems and browsers [51].

Participants were asked to answer in under 2 s, but longer
responses were still recorded. Different keyboard configurations
were available for left and right handed participants. Prior to
starting the study, participants practiced with the interface on
two stories and repeated them until they were able to answer the
prompts correctly in under 2 s.

This study required many participants because very little data
could be collected per person. Because the interruption itself
modifies the participant’s mental model, only one data point can
be obtained per story per user. Furthermore, we had to include
some prompts whose correct answer was “no” (i.e., the prompt
asks about an event which has not happened) to stop participants
from believing that “yes” is always correct. After completing
the training exercises, each subject read four stories—one from
each of the four domains—testing a particular index (or the None
case). For example, a single participant, assigned the protago-
nist index, would read the version of each story in which the
designated current and past events share exactly the protagonist
index. Stories were presented in random order to control for an
ordering effect. Two stories had prompts for which the correct
answer was “yes,” and the other two, “no.” Subjects were told
that they would only receive compensation if they answered at
least three of the four prompts correctly, though in truth partic-
ipants with lower accuracy were also compensated.

Subjects were recruited via the Amazon Mechanical Turk
crowdsourcing web platform. They were offered a small amount
of money for participating (between $0.50 and $0.55). Partici-
pants were limited to residents of the USA who were 18 years of
age or older. 200 participants completed the study on Mechan-
ical Turk, resulting in 800 responses across the 24 stories. We
observed considerable variance in reaction times and a surpris-
ingly low accuracy of only 71%. A d′ analysis [52] suggests that
subjects not sure of the answer were biased toward “yes” (d’ =
1:156; Hit rate = 0:820, false alarm rate = 0:405). We suspect
these trends are due to the complicated nature of the stories and
the high variance in performance of Mechanical Turk workers.

2) Results: Our data showed no effect of index condition
on retrieval accuracy (F5, 209 = 1.7532, p = 0.124), but this
should be investigated with more stories per individual in follow-
up research. We are primarily looking at the speed of access for
successful retrieval, i.e., participants’ response time when recall-
ing correct information. We removed all observations for which
the correct answer was “no” (400 out of 800 data points) and all
observations which were answered incorrectly (234 out of 800).

In addition, due to the high variance in response time and
because each participant read all four stories of the same index,
we identified and removed outliers using a recursive form of the

TABLE II
NUMBER OF OBSERVATIONS FOR EACH INDEX, ALONG WITH THE MEAN

RESPONSE TIME AND STANDARD DEVIATION FOR THAT INDEX IN

MILLISECONDS

TABLE III
p VALUES FOR EXPLORATORY PAIRED T-TESTS OF EACH INDEX, UNADJUSTED

Significant values (p < 0.05) are in bold.

Grubbs test [53]. The recursive form has been demonstrated to
be better than the classic Grubbs test for identifying multiple
outliers [54]. The process was to iterate through each condition
and test for the presence of an outlier in either extreme using a
two-tailed test at thep < 0.5 level (0.025 at each tail). Significant
outliers were removed and the test was repeated until no more
outliers were detected. This resulted in the removal of 24 of 800
data points. A summary of the remaining 324 observations is
given in Table II, broken down by index.

Regression analyses revealed no significant differences in re-
sponse time by prompt distance (F1,320 = 0.003, p = 0.96) or
gap (F1,320 = 0.428, p = 0.51), or their interaction (F1,320 =
0.087, p = 0.77). This suggests that we succeeded in control-
ling information load between stories.

An independent samples t-test compared response time in
trials with no matching index to trials with any matching in-
dex. Response times were found to be significantly shorter in
the presence of any index (no index = 1803 ms, any index =
1559 ms; t74 = 2.559, p = 0.0126). This suggests that there is
an overall effect of shared index on recall speed for an event.
We reject our null hypothesis and note the directionality; in the
presence of a matching index, participants remembered things
faster, as expected. Accuracy did not significantly differ with
the presence of any index (no index = 0.75, any index = 0.70;
t74 = 1.240, p = 0.217).

Further exploratory analyses tested whether indices con-
tributed to this speedup to differing degrees. We performed a
one-way ANOVA using a dummy factor coding with None set
as the 0th dummy factor, which revealed marginally signifi-
cant differences in response time by index (F5,318 = 2.079, p =
0.0677). Paired t-tests compared each index to the None con-
dition and found four of the five indices to have a significant
individual effect on response time. The fifth, causality, had a
marginally significant effect. The results of these tests are shown
in the first column of Table III. These and their adjusted values in
Table IV are intended to be taken with a grain of salt and should
not be interpreted as a full comparison of the index weights.
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TABLE IV
p VALUES FOR EXPLORATORY PAIRED T-TESTS OF EACH INDEX, ADJUSTED

USING THE BENJAMINI AND HOCHBERG (1995) [55] CORRECTION METHOD

Significant values (P<0.05) are in bold.

The remaining columns in Table III show the results of the
index-to-index tests, which are not part of our hypotheses. We
included them only because it is interesting to see that there were
no significant interactions between the indices. Table IV shows
the index-to-None p-values after correction using the Benjamini
& Hochberg [55] method, but we are only correcting the p-values
about which we have stated hypotheses. To correct every p-value
in Table III would be an overly harsh correction. All significant p-
values remained significant after correction, and the marginally
significant one remained marginally significant.

Participants who accurately remembered the past event re-
sponded faster when the most recently narrated event shared any
index with the past event. This study was insufficiently powered
to address whether some indices have a stronger effect than oth-
ers (as seen in Table III), or whether sharing multiple indices has
a stronger effect than sharing one index. While these results are
encouraging, we observed low accuracy on answering questions
and high variance in response time. We consider this motivation
for the development of a richer model, which we will address
again in Section V.

B. Predicting Future Choices Based on Past Event Salience

At this point we have supported the first claim mentioned in
Section I—that we can approximate the salience of past events
using Indexter. To address our second claim, we demonstrate
that we can use the salience model evaluated in the previous
section to predict readers’ choices for the final event in a story.

We speculated that readers would be more likely to choose
endings that make past events more salient. Under the pairwise
event salience model, this can be represented by the number of
indices that an ending event shares, in total, with previous story
events. This section describes our second study [11], in which
we showed participants an interactive story with two possible
endings and tested whether they significantly preferred the one
that shared more indices with past events.

For this study, we designed an interactive story whose events
could be generated by a narrative planner, such as Glaive [36] or
IMPRACTical [56]. The story contained two possible endings.
Before reaching the ending, readers were given four preliminary
choices, each with two options. In all cases, one option shared
an index with one ending, and the other shared the same index
with the other ending. For the final experimental choice, we hy-
pothesized that readers would choose whichever ending shared
more indices with past events—which is to say, the ending that

Fig. 2. Prediction study choices.

matched the majority of their previous four choices. If both end-
ings matched exactly two of these, we made no prediction.2

1) Methodology: Fig. 2 shows a summary of the story, start-
ing at the top and ending with one of the two final events at
the bottom, which we will henceforth refer to as the Revenge
ending and the Escape ending. Wherever there are choices,
the “Revenge-salient” option is displayed on the left and the
“Escape-salient” option on the right. All choices are indepen-
dent of each other, with the exception of the Time choice: If
Ernest is chosen to steal on Day 1, then Roy will be the one
to steal on Day 2, and vice versa. All of the remaining studies
presented here used some version of this story. We attempted to
keep the stories as similar as possible across the different studies,
changing only what was necessary to meet their design criteria.

The story is about two prisoners, Roy and Ernest, who are
threatened to be killed by the prison bully. They each devise a
plan in response. Ernest plans to break out of prison and escape
onto the highway, while Roy plans to get revenge by killing the
bully in the gym. Both plans involve stealing an item and then
crawling into the ductwork through a loose vent. The characters
decide to work together in pursuit of both plans.

In all possible versions of the story, Roy and Ernest end up
inside the ductwork, ready to complete either of the two plans,

2We chose not to include a choice based on the causality index because of the
following complication: If a choice toggles between two events, each of which
is causally related to only one ending, then only one ending will be enabled after
this choice is made. However, it is essential in our experiment that both endings
are possible in all versions of the story.
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when a guard discovers their whereabouts at the last minute.
However, the guard believes there is only one prisoner in the
duct rather than two. Roy and Ernest realize that if they continue
together, they will both be caught and also, the goal will not be
accomplished; but if one of them turns himself in, the other
will have time to complete his original plan. The reader is then
prompted to choose between the “Escape” ending (where Ernest
escapes onto the highway) and the “Revenge” ending (where
Roy kills the bully in the gym). The following is a description of
how we manipulate each Indexter index before arriving at this
experimental choice.

Choice 1 (protagonist) prompts the reader to choose whether it is Roy
or Ernest who takes a piece of contraband. This will be the character
who later gets caught and sent to a punishment after performing
his theft, constituting an additional scene in which this character is
the protagonist. This becomes an additional event that can be made
salient by this character’s ending, but not the other ending. We say that
Choice 1 gives one vote to the chosen character’s ending: Choosing
Roy is a vote for his Revenge ending, and choosing Ernest is a vote
for his Escape ending.

Choice 2 (time) determines in what order the characters perform their
thefts. The vote goes to the character who performs his theft on Day
2, because the ending also happens on Day 2 and thus shares the time
index with the second theft.

Choice 3 (space) prompts the reader to choose between two
punishments—one located on the highway like the Escape ending,
the other in the gym like the Revenge ending. The vote goes to the
ending sharing the chosen location.

Choice 4 (intentionality) gives two options for a final action that the
characters perform together—they either lock the bully in the gym
(for the same goal as the Revenge ending), or they put on their civilian
disguises (for the same goal as the Escape ending). These actions are
a necessary part of their respective plans, but can be performed either
before entering the ductwork or after exiting it. In other words, not
performing one of these actions at this point does not render its goal
unachievable.

To summarize, when the participant reached the final choice
between the two endings, we hypothesized that they would
choose the ending for which more of the following were true
(we made no predictions if the endings were tied):

1) its character is the same as the character who had one extra
scene (protagonist);

2) its location is the same as the location of the punishment
scene (space);

3) its character is the same as the character who stole his item
on Day 2 (time);

4) its goal is the same as the goal of the preparatory action
(intentionality).

2) Results: We manually translated the stories into natural
language. We built the story using Twine, an opensource tool
for writing branching stories in HTML. Events were displayed
one at a time in short passages, along with a graphic depicting
the character, location, and time (Day 1 or Day 2) of the current
scene. After a certain amount of time, a link to the next pas-
sage appears (or multiple, if there is a choice). An example of a
passage is shown in Fig. 3.

We recruited 350 participants through Amazon Mechanical
Turk, and paid them each $0.25 for completing the story. The

Fig. 3. Example twine passage.

TABLE V
PREDICTING CHOICES—RESULTS

p < 0.0022.

average time spent on the study was 7.5 min. In order to filter
out the participants who were not fully reading the story, we
asked a series of comprehension questions after the story was
completed. The questions were designed to verify that the per-
tinent information was accurately communicated to the reader.
We discarded the data from participants who were unable to an-
swer all the questions correctly. Those who answered them all
correctly were awarded a $0.75 bonus, the availability of which
was made known to all participants at the start.

Of the 350 results, we discarded 225 and were left with 125
responses from participants who demonstrated full comprehen-
sion of the story. Of these 125 results, there were 78 for which a
majority of the reader’ s choices were in favor of one ending or
the other. (For the others, we made no prediction.) We conducted
our evaluation using the remaining 78 results.

To evaluate our hypothesis we used Fisher’ s exact test, which
is similar to theχ2 test, but performs better for distributions with
small expected values [57]. Fisher’ s exact test is nonparametric,
meaning it does not assume any underlying distribution of the
population. This is important because participants chose more
Escape options overall than Revenge ones (perhaps due to the
morality differences between the two paths). Fisher’ s exact test
is not skewed by this imbalance.
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TABLE VI
INFLUENCING CHOICES—VERSION A RESULTS

p = 0.8286.

Table V shows the contingency table giving the frequency
distribution of results according to their expected outcomes. The
null hypothesis that the ending choices were independent of
the Indexter indices of previous events, was rejected with p <
0.0022.

The odds ratio for this contingency table is ≈ 4.27, meaning
there are about 4 to 1 odds that participants chose the ending
we expected them to choose. We concluded that readers were
indeed more likely to choose future events which would make
past events more salient.

C. Influencing Future Choices Based on Past Event Salience

To support our third and final claim, we wanted to show that
we could not only predict readers’ choices for final events, but
actually influence them to choose whichever ending we selected.
This meant that we could no longer allow the readers’ prelimi-
nary choices to determine which ending we predicted for them—
our prediction must be made from the beginning. Using varia-
tions of the prisoners story, we conducted a series of increasingly
informative experiments to try to achieve this.

1) No Choices Version: The simplest modification of the pre-
diction study that would allow us to attempt to influence readers’
ending choices would be to predetermine the four preliminary
events rather than allowing readers to choose them. For example,
we should be able to influence readers to choose the Escape end-
ing simply by selecting all of the choices that make the Escape
ending more salient.

We created two versions of the story in this manner; one in
which we selected the Escape-salient option for all four prelim-
inary choices, and one in which we selected all four Revenge-
salient options. We removed the prompts for those choices and
simply narrated the resulting linear story. In these versions, the
readers made no choices other than the experimental choice at
the end.

a) Results: We divided participants into two groups; one
for each story version. Using the same experimental setup as
the prediction study, we had 32 participants read the Escape-
salient version and correctly answer validation questions, and
36 for the Revenge-salient version. The results are presented in
Table VI. In this version, Fisher’ s exact test failed to reject the
null hypothesis, with p = 0.8286.

2) Unrelated Choices Version: Since this failed version con-
tained no choices other than the final choice for the ending, it is
possible that the results were skewed by the lack of interactiv-
ity of the story compared to the version used in the prediction
study. To rule out this possibility, we conducted another ver-
sion of the influence study which was exactly the same as the
previous one, but with the addition of four choices that were
unrelated to the salience of the endings. This included choices,

TABLE VII
INFLUENCING CHOICES—VERSION B RESULTS

p = 0.854.

TABLE VIII
INFLUENCING CHOICES—VERSION C RESULTS

p = 0.7451.

such as “Where does Roy hide the knife: In his pant leg, or in his
sleeve?” As with the previous version, we divided subjects into
an all-Revenge group and an all-Escape group and attempted to
influence readers in each group to choose the associated ending.

a) Results: We had 48 results from the Escape version, and
40 for the Revenge version. The results are shown in Table VII.
Fisher’ s exact test failed once again to reject our null hypothesis,
with p = 0.854. We conclude that the failure of the previous
version was not simply due to the lack of interactivity in the
story.

Instead, we believe it was due to the lack of choices specif-
ically related to the endings. In the prediction study, the past
events that were being made salient by the endings were direct
results of the reader’s choices, but this is no longer the case.
We conclude that in order to successfully influence readers by
manipulating event indices, we must consider specifically the
indices of those events that the reader chose to happen. The next
approach builds on this insight.

3) Low Agency Choices Version: In the next version, we en-
gineered the story so that the readers once again chose the four
key events, except this time they were given two options which
both made the same ending salient (rather than one for each). For
example, when participants in the Escape group were prompted
to choose between two punishments, their options were pick-
ing up trash along the highway, or mowing the grass along the
highway. In either case, the location of the resulting event is the
Highway, and thus it will share the space index with the Escape
ending regardless of which option they choose. Similarly, par-
ticipants in the Revenge group were given a choice between two
punishment duties that both take place in the gym.

a) Results: We again created two versions of the story
where all four choices were handled in this manner; either all
sharing indices with the Escape ending, or all sharing indices
with the Revenge ending. We had 36 valid responses from the
Escape group and 38 from the Revenge group. As shown in Ta-
ble VIII, we were once again unsuccessful in influencing read-
ers’ final choices. Fisher’ s exact test fails to reject our null
hypothesis, with p = 0.7451.

From this, we can make an important observation. In the pre-
diction study, each choice featured two options that differed
along at least one index. In this study, however, the two options
always have the same values for all indices.
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A recent study [41] using Indexter showed that when play-
ers were given options that differed along at least one EISM
index, they reported feeling more agency than when their op-
tions differed along no indices. This suggests that the success of
the prediction study may have been contingent upon the choices
feeling meaningful. A better conclusion might be that when read-
ers are given meaningful choices, they have a tendency to choose
endings that remind them of those choices.

4) High Agency Choices Version: In our final version of this
study [12], we aimed to influence readers once again by remind-
ing them of their past choices, but this time all of those choices
were “high agency” choices as described in the previous sec-
tion. That is, the options presented were always different from
each other in at least one index, as was the case in the original
prediction study.

To account for this new constraint, we modified the story
so that each choice toggled between one option that shared an
index with the targeted ending, and one option that did not share
that index with either of the two endings. Therefore the targeted
ending could receive anywhere from 0 to 4 votes, while the
other ending could receive none. If the targeted ending has at
least 1 vote when the final choice is reached, this means it has
more indices in common with the reader’s previous (meaningful)
choices than the other ending does, and therefore we expect them
to choose the one we targeted.

The following is a description of how we modified each of
the four choices.

Choice 1 (Protagonist): In this version we introduce a friendly guard
Mitchell, who warns Roy and Ernest of their death threat and gives
them his key card to help them. For the protagonist choice, instead of
choosing between Roy and Ernest, participants in the Revenge group
choose between Roy and Mitchell, while those in the Escape group
choose between Ernest and Mitchell. Since Mitchell is not present in
either of the two endings, neither ending will share the protagonist
index with this event if Mitchell is selected.

Choice 2 (Time): Rather than allowing this choice to determine when
both characters perform their thefts, we fix the “other” character’s
theft to always happen on Day 1, the nonsalient day. Now this choice
simply determines on which day the targeted ending’s character per-
forms his theft—either on Day 2, which gives that ending a vote, or
also on Day 1 (i.e., both thefts happen on the first day), which gives
neither ending a vote.

Choice 3 (Space): We introduced an additional punishment option:
Cleaning the bathroom. Readers choose between the punishment in
the bathroom or the punishment in the same location as the targeted
ending for their group.

Choice 4 (Intentionality): Readers can choose between two actions:
Either the action used in the prediction study that shares its goal with
the targeted ending, or a new action that does not share intentionality
with either ending—returning the key card to Mitchell. This is an
additional goal that both characters have, which was introduced in
an earlier scene.

We expected that participants in the Escape group would
choose the Escape ending, and participants in the Revenge group
would choose the Revenge ending, except in cases where the par-
ticipant made none of the choices that give votes to the targeted
ending. In those cases the two endings shared an equal number
of indices with past choices, so we have no prediction to make.

TABLE IX
INFLUENCING CHOICES RESULTS (≥ 1 VOTE)

p < 0.0076, odds ratio: 2.67.

TABLE X
INFLUENCING CHOICES RESULTS (≥ 2 VOTES)

p < 0.04, odds ratio: 2.76.

TABLE XI
INFLUENCING CHOICES RESULTS (≥ 3 VOTES)

p = 0.128, odds ratio: 3.76.

a) Results: Using the same method as previous studies, we
received 124 valid responses in which the participant made at
least one choice that gave a vote to the targeted ending. Fisher’
s exact test (Table IX) rejected the null hypothesis with p <
0.0076.

We further analyzed the subset of these 124 responses in
which the reader made at least two choices in favor of the tar-
geted ending, and again for those who made at least three. There
was only one response in which the reader made all four of the
choices in favor of the targeted ending, so we were unable to
evaluate the fourth table. We expected to see a stronger prefer-
ence for the targeted ending with each subset. Table X shows the
frequency distributions for the 69 responses in which the reader
made at least two choices in favor of the targeted ending.

In this subset, the null hypothesis was rejected again (p <
0.04) and the odds ratio increased to 2.76. Table XI shows the
25 responses in which the reader made at least three choices in
favor of the targeted ending.

The third set was insufficiently powered to reject the null
hypothesis (p = 0.128), but we speculate that it would become
significant with a larger sample size.

To avoid a multiple comparisons problem and in attempt to
investigate whether the apparent increase in odds ratios over
these tables is statistically significant, we conducted a single test
on the full set of data (from Table IX) using logistic regression
and two terms: Our prediction, and the number of votes (1, 2,
3, or 4). The test confirmed the significance of our prediction’s
effect (p < 0.0131), but showed no significant effect from the
number of votes. Therefore we cannot confirm any effect from
the number of past choices being made salient by the ending;
only from the presence or absence of such choices.

V. DISCUSSION

In this paper, we first demonstrated that the Indexter model
can effectively approximate the salience of past events in the
audience’s memory. Using Indexter’s model of mapping the five

Authorized licensed use limited to: UNIVERSITY OF KENTUCKY. Downloaded on August 07,2020 at 14:54:45 UTC from IEEE Xplore.  Restrictions apply. 



84 IEEE TRANSACTIONS ON GAMES, VOL. 12, NO. 1, MARCH 2020

EISM indices to narrative planning events, we can define when
two events share each index, and we can say that a past event
becomes more salient when it shares at least one index with the
current (or most recently narrated) event.

Next, we showed that we can use this model of salience to
predict players’ choices for ending events. When presented with
two ending options, readers were significantly more likely to
choose the ending that shared more indices with previous events
they had chosen in the past. Finally, we showed that we can use
the same method to influence players’ choices for ending events,
provided that we ensure some degree of agency in the important
past choices.

It is important to clarify how salience has been isolated in these
experiments. It may seem a plausible alternative explanation that
readers are predisposed by their personalities to choose certain
types of conflict resolution (e.g., peaceful versus violent), and
that these dispositions are contributing to their choices through-
out the story. However, we designed the studies in Section IV-C
to avoid this potentially confounding factor. Although personal
dispositions may have led readers to make more or fewer choices
consistent with their targeted ending, this number did not affect
the prediction we made for their final choice. Our predictions
were based solely on their grouping, determined at the onset of
the experiment.

Future work can improve the pairwise model of event salience
in several ways. As mentioned in an earlier section, we are as-
suming that all indices are equally weighted simply because we
have no empirical data suggesting what their individual weights
should be. We are also ignoring the potential effects of two events
sharing multiple indices—we only consider whether or not they
share at least one index. In addition, we ignore the salience gen-
erated by the second-most-recently narrated event, and the event
before that, and so on. While this may be sufficient for short sto-
ries, longer stories would benefit from a more robust model that
takes into account how salience decays over time.

The specific conclusions we made in this work regarding pre-
dicting and influencing choices may only pertain to endings.
More work needs to be done to test whether this is a special
case, or whether the same method would work to predict choices
throughout different points in the story. It is possible, for exam-
ple, that we would find the opposite to be true during the begin-
ning stages of a story—that readers may prefer events that take
them to new places, introduce new characters, and so on, rather
than reminding them of things that have already happened.

While the particular method used here to achieve influence
may be narrow, the broader claim we are supporting is that an ef-
fective model of salience and memory can be useful toward mod-
eling the player’s preferences and desires for the future. Given
that Indexter provides a simple model for measuring salience
that is easy to implement on top of plan structures, we believe
that this is a promising tool for plan-based interactive narrative
systems.
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