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Abstract

Narrative planners would be able to represent richer, more
realistic story domains if they could use numeric variables
for certain properties of objects, such as money, age, temper-
ature, etc. Modern state-space narrative planners make use
of causal links—structures that represent causal dependen-
cies between actions—but there is no established model of
a causal link that applies to actions with numeric precondi-
tions and effects. In order to develop a semantic definition
for causal links that handles numeric fluents and is consistent
with the human understanding of causality, we designed and
conducted a user study to highlight how humans perceive en-
ablement when dealing with money. Based on our evaluation,
we present a causal semantics for intentional planning with
numeric fluents, as well as an algorithm for generating the set
of causal links identified by our model from a narrative plan.

Introduction

AI planning has proven a popular formalism for representing
and generating narratives (Young et al. 2013). A story world
is encoded as a problem domain specifying all its characters,
places, objects, and possible actions. Given a description of
the initial state and the author’s goal, a narrative planner
searches the space of possibilities for a series of actions that
achieves the author’s goal while ensuring that every charac-
ter has a reason for his or her actions.

State-of-the-art narrative planners either use propositional
predicate logic, where every proposition can either be true
or false, or multi-valued variables, which can have one of
a finite set of possible values (Helmert 2006). These rep-
resentations fall short of capturing an important element of
the real world—the notion of quantity. With propositional
predicates we can say that the character Bob possesses some
gold by setting the predicate hasGold(Bob) to True. With
multi-valued variables we can say that there is a Gold ob-
ject whose location is Bob by setting the value of the flu-
ent location(Gold) to Bob. In this case, we could represent
how much gold Bob has by encoding each of the different
pieces of gold as individual objects, and then counting the
ones whose location is Bob, but this is often an unnecessary
amount of work. There is no additional information gained
by keeping track of which pieces of gold Bob has.
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It is much more efficient, and more intuitive, to represent
the total amount of gold Bob possesses as a single numeric
fluent, e.g. gold(Bob). Effects of actions can modify the flu-
ent’s value, and preconditions can check it against any logi-
cal condition. Many classical planners have utilized numeric
fluents since they were adopted into the Planning Domain
Definition Language (PDDL) in 2003 (Fox and Long 2003).
However, narrative planners based on those algorithms have
been unable to utilize this representation because of a com-
plication that arises when it is combined with causal links.

Causal links represent causal dependencies between ac-
tions. Narrative planners use them primarily to keep track of
how characters intend to achieve their goals. In general, if
the effect of an action is used to satisfy a later action’s pre-
condition, then a causal link is drawn from the former action
to the latter. When using propositional predicates, the ques-
tion of whether a link should be drawn is straightforward:
if the effect of an action is some proposition p, and the pre-
condition of a later action is p, and there are no actions be-
tween them which have the effect ¬p, then a link should be
drawn. When we replace propositional or multi-valued vari-
ables with numeric fluents, it becomes less obvious.

Imagine this scenario: Bob currently has no gold, and then
he takes an action that earns him 1 gold. Afterwards, he buys
something that costs 1 gold. We can most likely agree that a
link should be drawn from the earn action to the buy action,
because the former clearly enabled the latter; it would have
been impossible for Bob to buy the item had he not first
earned the 1 gold. However, what happens when we expand
this example to incorporate more actions and more gold?

Imagine if Bob had taken four different actions that each
earned him 1 gold, and then bought an item that cost him 2
gold. Now, which of the four earn actions should be linked
to the buy action? Perhaps all of them, since they all con-
tributed to his total amount of gold. Or perhaps just the sec-
ond one, because that’s the one that caused the precondition
of the buy action, (gold(Bob) ≥ 2), to become true. Or per-
haps just the first two, because it took two gold to enable
the precondition. Or maybe just the last two, because those
are the two most recent actions that can account for the two
gold he needed. It becomes even more complicated when
we introduce additional buy actions... which earns should
be linked to which buys?

To be clear, we are not presenting a causal link planner.
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Our motivation is to develop an extension for state-space in-
tentional narrative planners—e.g. Glaive (Ware and Young
2014)—that provides support for numeric fluents. Because
these planners utilize causal links to reason about character
intentions, we require a model of causality that accurately
represents how humans perceive enablement between ac-
tions with numeric preconditions and effects. We designed
and conducted a user study to highlight how humans under-
stand causality when dealing with money. Based on our eval-
uation, we present a causal semantics for intentional plan-
ning with numeric fluents, as well as an algorithm for gen-
erating the set of causal links identified by our model from a
narrative plan.

Related Work

Causal Links

Causal links were introduced for Partial-Order Causal Link
(POCL) planners, a family of planners that searches a
space of possible plans, rather than of possible world states
(McAllester and Rosenblitt 1991). Each node in plan-space
represents a partial, or incomplete plan, and the edges be-
tween them represent additions or fixes to the plan. A causal
link represents a commitment that an effect of an earlier step
(the tail) will be used to satisfy a precondition of a later step
(the head). POCL planners guarantee this commitment by
not allowing any step that undoes the effect to be ordered
between the tail and the head of a causal link.
Definition: A causal link s

p−→ t exists from event s to event
t for proposition p iff s occurs before t, s has
an effect p, t has a precondition p, and no event
occurs between s and t which has the effect ¬p.
We say s is the causal parent of t, and that an
event’s causal ancestors are those events in the
transitive closure of this relationship.

Causal relatedness between narrative events plays a signifi-
cant role in how humans comprehend stories (Trabasso and
Sperry 1985; Trabasso and Van Den Broek 1985). POCL
plans were adapted for use in story generation, due in part to
their inherent causal structure (Young 1999). This gave re-
searchers the opportunity to explore other narrative uses for
causal links.

Notably, they were used to represent frames of commit-
ment for different characters in the IPOCL narrative planner,
which added the notion of intentionality (Riedl and Young
2010). In classical planning, a plan is valid iff every action’s
preconditions are true at the time it is executed and the goal
is true at the end. For an IPOCL plan to be valid, there is
an additional constraint: For every action, for every charac-
ter who takes that action, that action must either achieve one
of that character’s goals or be the causal ancestor of such
an action. This improves character believability by ensuring
that actions are properly motivated and goal-oriented for the
characters who take them.

This model of intentional narrative planning was adopted
for the Glaive Narrative Planning System, which uses mod-
ern fast state-space heuristic search techniques but retains
the knowledge representation afforded by causal links (Ware
and Young 2014). In addition to character intentionality,

Figure 1: Commissions Domain

causal links have been used to model narrative discourse
techniques including conflict (Ware et al. 2014), emotion
(Gratch 2000), and event salience (Cardona-Rivera et al.
2012).

Numeric Fluents

Numeric fluents were adopted into the Planning Domain
Definition Language (PDDL) in version 2.1 in an effort
to support more realistic planning domains (Fox and Long
2003). Since then, there have been many planners to suc-
cessfully handle numeric fluents (Gerevini, Saetti, and Se-
rina 2008; Coles et al. 2012; Eyerich, Mattmuller, and Roger
2012). However, by that time the planning community had
mostly moved away from partial-order planners to state-
space planners that no longer required causal links. To our
knowledge, no one has yet addressed the specific challenge
of using numeric fluents in conjunction with causal links.

Models

We would like a model for how to answer this question:
Given a plan and an action in that plan with a numeric pre-
condition, which step(s) in the plan enabled the action by
contributing to that precondition?

In the traditional definition of a causal link, the tail step
satisfies the precondition p of the head step. We might be
tempted to consider a very direct translation of this concept:
link only one tail step for a single precondition of the head
step; namely, the one that finally satisfies the condition, mak-
ing it become true when it was previously false. Using the
Commissions domain displayed in Figure 1, consider the ex-
ample plan below (Figure 2):

After the first paintLandscape action, the character’s
money total is 100. After the second, it is 200. Only after the
third action does it become 300, thus satisfying the precon-
dition of the buy action (money ≥ 300). Therefore, if we use
the model mentioned above, only the third paintLandscape
will be causally linked to the final buyTV. However, the first
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Figure 2: Example Problem

two paintLandscape actions are critical in this story; if we
were to remove either of them from the plan, the plan would
become impossible.

A better answer for this example would be to link all three
of the paintLandscape actions to buyTV. A model that could
achieve this might be: For an action with a precondition in-
volving the numeric variable v, link all steps prior to it whose
effects modify v in the appropriate direction. (If the precon-
dition requires the variable to be sufficiently large, then we
consider only the steps whose effects increase it, and ignore
those whose effects decrease it.) This would yield the de-
sired result for the example above; all three paintLandscape
actions would be linked. However, if there were ten paint-
Landscape actions instead of three, all ten would be linked
to buyTV even though only three of them were actually nec-
essary to achieve the amount required by the precondition.

Although this conservative approach may in fact be more
in line with how some humans perceive causality in this sce-
nario, it causes a problem for intentional planners; it allows
actions to be causally linked to goals that were already en-
abled prior to the action taking place. This means that the
planner would explain the character’s willingness to paint
seven more landscapes by saying that she did it to contribute
to her goal of having a TV. Yet, in the story, she already
had enough money to buy the TV, so her goal was already
enabled. This could lead to a loss in character believability—
characters taking actions that the audience perceives as un-
likely or not properly motivated.

In summary, we seek to identify the best model for deter-
mining where causal links should be drawn and where they
should not be drawn. We would like our model to adhere to
the traditional definition of a causal link in that it represents
a causal dependency: Removing a step which is the tail of a
causal link should invalidate the plan. We would also like to
preserve the aforementioned intentionality constraint—that
actions should not be linked to goals which, at the time of
execution, were already enabled. Finally, we would like our
model to reflect humans’ understanding of enablement as
accurately as possible.

We begin by identifying features of a possible model and
dividing these features into two categories: those which an-
swer the question of when to start counting links, and those
which answer the question of when to stop counting them.
In all cases, we start from the head step (in our example, the
buyTV action) and work backwards to consider each action
that modifies the critical variable in the appropriate direc-

Figure 3: Example Problem

tion. There are two options for when a model could start:

IMM Start immediately, i.e. always add a link for the
first candidate action we come to.

SKP Skip any action for which the target precondi-
tion was already true in the state prior to its ex-
ecution.

Consider the problem in Figure 3. We want to answer the
question, “Which action(s) enabled the buyTV action?” If
we are using the IMM option, then the first causal link will
be for Step 10—the most recent paint action prior to buyTV.
If we are using the SKP option, then we will skip this step
because the precondition (money ≥ 300) was already true
before it was executed. When we consider Step 9, we see
that the value of money was only 200 prior to its execution,
so we cannot skip this step. Therefore, the first link will be
for Step 9.

To determine when to stop, we have five possibilities:

ONE Stop after linking one action.

ACC Stop after linking enough actions to account for
the amount required by the precondition. In the
example in Figure 2, the precondition requires
money to be at least $300, so this option would
cause us to stop after money has been increased
by $300—either Steps 10, 9, and 7; or Steps 9,
7, and 6 (depending on where we started).

ACC+ Stop after linking enough actions to account for
the precondition AND any actions that change
the variable in the opposite direction, if they oc-
cur before we have accounted for the precondi-
tion. In this domain, the payBills actions cause
the value of money to decrease by $100, so for
every payBills action we come across, we in-
crease the value we need to account for by 100.
For example, if we start with Step 10, then we
would link Steps 10, 9, 7, and 6; because Step 8
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caused us to need to account for $100 extra. Af-
ter linking Step 6, we have now accounted for
the total $400, so we stop.

ACC++ Stop after linking enough actions to account for
the precondition and any actions that change the
variable in the opposite direction, if they occur
anywhere in the story prior to the head step. In
this example, there are a total of three payBills
actions prior to buyTV, so we must account for
$300 extra—a total of $600 dollars. Thus, if we
started with Step 10, we would link Steps 10, 9,
7, 6, 5, and 3.

ALL Stop only upon reaching the initial state, i.e.
link all actions prior to the head step that mod-
ify the variable in the right direction. This time,
if we started with Step 10, we would link Steps
10, 9, 7, 6, 5, 3, and 1.

We considered all possible combinations of when to start
and when to stop, for a total of 10 possible models.

Evaluation

The purpose of this experiment was to solicit from humans,
using natural language, where the causal links should be
drawn (and by extension, where they should not be drawn).
We chose to use money as our numeric variable because peo-
ple are familiar with it and are comfortable reasoning about
earning and spending.

We designed a set of seven stories based on the Com-
missions domain (Figure 1) to target each of the features
outlined in the previous section. Participants were recruited
using Amazon Mechanical Turk and were shown all seven
stories. In each story the character Jessica starts out with $0,
and then a series of actions occurs. For every action in which
she earns money (the paintLandscape and paintPortrait ac-
tions), participants were asked why Jessica took that action.
They chose an answer from the following list:
• So she could buy a TV
• So she could pay her bills
• So she could buy a TV and so she could pay her bills
• So she could buy a car
• None of the above
Participants’ answers reveal where they believe the outgo-
ing links from the action in question should go. That is, each
paint action can be linked either to buyTV, to payBills, to
both buyTV and payBills, or have no outgoing links. The
buy a car option was included as a quality control filter (dis-
cussed below). Once we established the “correct” answers as
identified by humans, we used each of our ten models to gen-
erate links for the same set of stories, and compared them to
determine which models were more successful at capturing
the human interpretation of causality. It is important not to
confuse correctness of a model with soundness of a planner.
Correctness of the model refers to its accuracy in reflecting
human perception.

We recruited 78 participants through Mechanical Turk
and paid them each $.05 for completing the survey. Because

Mechanical Turk is noisy, it is necessary to filter the re-
sponses to ensure quality results. We filtered out noise in
three ways:

1. For each story, we asked a basic comprehension question,
e.g. “How much money did Jessica have after Step 2?”, to
verify that participants were paying close attention. If they
were unable to answer all of these questions correctly, we
discarded their data. Those who answered all the compre-
hension questions correctly were awarded a $0.45 bonus,
of which they were made aware from the start.

2. We asked one similarly structured question from a simple
propositional domain to verify that the participant under-
stood the type of question we were asking. In this story, a
character picks up a key and a sword and goes to a cave
where there is a locked treasure chest and a troll. He slays
the troll with the sword and opens the chest with the key.
Participants were asked why he picked up the key, why
he picked up the sword, and why he went to the cave. We
expected the participant’s answers to reflect the classical
definition of causal links—that taking the key is linked to
opening the chest, taking the sword is linked to slaying the
troll, and going to the cave is linked to both opening the
chest and slaying the troll. If the participant’s answers did
not match this, we assumed they either did not understand
the type of question we were asking, or they were not pay-
ing close attention, and thus we discarded their data.

3. We discarded the data of anyone who answered any ques-
tion with “So she could buy a car”, since a car was never
mentioned anywhere in the study and participants had the
option of selecting “None of the above”. We assume that
if they chose the car option, they simply were not paying
attention.

Results

After filtering we were left with 20 valid responses to use in
our evaluation. We first measured the inter-rater reliability
across all questions using Krippendorff’s alpha (Krippen-
dorff 2012). While any positive value of alpha represents
some overall agreement, our result (alpha = 0.283) was not
strong enough to conclude that there is significant agree-
ment about these questions among humans. This is as we
expected, due to the subjective nature of the questions; in
general, people do not fully agree on where to draw causal
links. We will return to this observation in the Discussion
section.

Even in the presence of some disagreement, we were able
to identify statistically significant answers for most of the
questions. For each question, we used the binomial exact test
to determine which, if any, of the four possible answers were
more likely to appear. The null hypothesis was that each an-
swer would have a probability of 0.25. Note that it is possi-
ble for more than one answer to be significant. In most cases
there was exactly one significant answer, but in some cases
there were two, and in some cases there were none.

Figures 4-10 show each of the seven stories along with the
links drawn by the significant answers identified from this
test. Each outgoing link or pair of links is labeled with the
p-value for that answer. If the significant answer was “none”,
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Figure 4: Significant Answers: Question 1

Figure 5: Significant Answers: Question 2

this is represented by a bold x on the right side of the step
number. The two items in Question 7 which have both a link
on the left and an x on the right are the questions for which
there were two significant answers. The items labeled with
only a question mark are those for which there were no sig-
nificant answers.

We consider these the correct answers for our scoring pro-
cedure. If a question has two correct answers, a model scores
points for answering either of them. We do not score the
questions for which there are no correct answers.

Our scoring procedure is as follows. For each question,
there are two possible links to be drawn: one for buyTV
(henceforth shortened to just “tv”) and one for payBills
(henceforth just “bills”). A model can score up to two points
for each answer: one point for each correctly drawn link,
where “correctly drawn” includes not drawing a link which
is not supposed to be drawn. In other words, if the correct an-
swer is “bills” this means that the bills link should be drawn,
and the tv link should NOT be drawn. A model scores one
point for each of these links it handles correctly.

Figure 11 shows the final scores of all ten models, as well
as the number of unexplained actions1 for each model (to be
used as a tie-breaker).

Discussion

The two highest scoring models were IMM / ACC and SKP
/ ACC, which use the same rule for stopping (account for the
precondition only) but different rules for starting. We chose
to break ties by looking at the number of unexplained ac-
tions. For our purposes, we would prefer to have fewer un-
explained actions, so we consider the winning model to be
SKP / ACC. In this model, we link the most recent action for
which the precondition was not already true, and then con-
tinue linking until we account for the amount required by the

1An unexplained action in this case is any paint action for which
the model created no outgoing causal links.

Figure 6: Significant Answers: Question 3

Figure 7: Significant Answers: Question 4

Figure 8: Significant Answers: Question 5

Figure 9: Significant Answers: Question 6

Figure 10: Significant Answers: Question 7
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Figure 11: Models Scored against Correct Answers

precondition. The algorithm for generating this set of causal
links is given in Algorithm 1.

Algorithm 1 SKP / ACC
1: Given a plan and a step shead in that plan with precon-

dition (v ≥ k):
2: Let kneeded = k
3: Let kcounted = 0
4: Let s = shead
5: while kcounted < kneeded do
6: Let s′ be the last step prior to s that increased v
7: Let v′ be the value of v in the state before s′
8: if v′ < k then
9: Let k′ be the amount by which s′ increased v

10: Add link s′ v−→ shead
11: kcounted += k′
12: end if
13: Let s = s′
14: end while

However, we learned from our inter-rater reliability co-
efficient that agreement between individuals on this topic
is not particularly strong. Furthermore, most of the mod-
els we tested performed fairly well in our analysis. We feel
that there is sufficient evidence to say that the SKP / ACC+
model, for example, is reasonably accurate at representing
the way humans perceive enablement. We like this model in
particular because it accounts for changes to the fluent in the
opposite direction. It also creates more links than its SKP /
ACC counterpart and is therefore more conservative, leaving
us more possible ways to explain character actions.

For example, consider the problem in Figure 9, which
consists of four paintLandscape actions with a payBills ac-
tion in the middle of them. When generating links for the
final buyTV action, both of these models link the last three
paintLandscape actions, but only SKP/ACC+ links the first
one as well. It seems a reasonable story that the character
paints all four landscapes for the same goal—because she
wants a new TV—despite the fact that she must spend some
of it on bills in the process. The algorithm for generating
links using this model is given in Algorithm 2.

Algorithm 2 SKP / ACC+
1: Given a plan, and a step shead in that plan with precon-

dition (v ≥ k):
2: Let kneeded = k
3: Let kcounted = 0
4: Let s = shead
5: while kcounted < kneeded do
6: Let s′ be the last step prior to s that modified v
7: Let k′ be the amount by which s′ modified v
8: if k′ is negative then
9: kneeded += | k′ |

10: else if k′ is positive then
11: Let v′ be the value of v in the state before s′
12: if v′ < k then
13: Add link s′ v−→ shead
14: kcounted += k′
15: end if
16: end if
17: Let s = s′
18: end while

Limitations

This was a preliminary study and has some limitations that
are worth noting. First, we ended up with a very small sam-
ple size after filtering. A larger study may achieve stronger
agreement between subjects and provide a more accurate hu-
man answer set. Second, we did not explore any type of nu-
meric quantities other than money. Humans may treat other
types of values differently. Third, we did not explore the
idea of debt, and whether humans treat negative numbers or
zero as a special case. The ACC* models only draw enough
causal links to account for some positive number, meaning
they treat zero as a stopping point. Humans might consider
it a continuous scale.
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