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Abstract

In this paper, we describe a system, called TheoryBase, whose goal is to facil-
itate experimental studies of nonmonotonic reasoning systems. TheoryBase
generates test default theories and logic programs. It has an identification
system for generated theories, which allows us to reconstruct a logic program
or a default theory from its identifier. Hence, exchanging test cases requires
only exchanging identifiers. TheoryBase can generate a large variety of ex-
amples of default theories and logic programs. We believe that its universal
adoption may significantly advance experimental studies of nonmonotonic
reasoning systems.

1 Introduction

Nonmonotonic reasoning has been introduced in the 1970s [21, 31]. The first
full-fledged nonmonotonic formalisms — circumscription, default logic and
modal nonmonotonic logics — were proposed in early 1980s [20, 32, 23, 22,
24, 25]. Initially, understanding commonsense reasoning and knowledge rep-
resentation applications served as main motivations driving the development
of the discipline. In the late 1980s, however, it was observed that nonmono-
tonic logics offer insights on semantics for negation in logic programming
[9, 17, 3]. Since then, the connections between logic programming and non-
monotonic reasoning have been extensively studied [30, 1]. These efforts
related several semantics for logic programs (supported semantics, stable se-
mantics, well-founded semantics) to objects (expansions or extensions) one
assigns to theories in nonmonotonic reasoning. For an overview of nonmono-
tonic systems as well as notation the reader is referred to [19].

Despite advances in our understanding of nonmonotonic logics, imple-
mentation efforts and experimentation with nonmonotonic reasoning sys-
tems have been lagging behind. There are only few reported examples of
such work [29, 10, 7, 35, 2]. If the area of nonmonotonic reasoning is to
grow, this state of affairs must change. It is especially true in view of several
recent complexity results [12, 34, 27]. This work shows that, in contrast with



early hopes [21], nonmonotonic reasoning is not simpler than classical logic
reasoning. Basic decision problems underlying nonmonotonic reasoning are
complete for classes at the second level of the polynomial hierarchy. Even sig-
nificantly restricted versions of these problems remain NP- or coNP-complete
[18, 14]. Is there, then, any hope that nonmonotonic reasoning will prove
practical? Can it be made competitive with automated reasoning based on
classical logic?

Complexity results tell only half of the story. Nonmonotonic theories
encoding graph problems are often smaller in size than corresponding clas-
sical logic descriptions. Hence, loss in complexity may be offset by the drop
in the size of input (see [5]). Systematic experimentation may be the most
direct way and, perhaps, the only way to answer the above questions. In
addition to complexity results mentioned earlier, several algorithms for rea-
soning from default theories and logic programs with negation were presented
in [19, 13, 28, 26]. In view of the large body of these results, it seems that
the main problem hindering the research on these algorithms and the efforts
to develop reasoning systems based on nonmonotonic logics is the lack of
adequate experimentation testbed. In this paper we address this issue.

To experiment with software systems we need easily generated, realistic
and meaningful input instances. The input data should be easy to reproduce
and disseminate so that other researchers can use it. The generation method
should allow the users to control basic parameters of test cases to facilitate
comprehensive testing of the software.

The problem of producing sets of benchmark data appears in all areas
of experimental research. A possible approach is to produce and distribute
a database of real-life examples. For example, databases of benchmarks
were created for experimentation with linear programming algorithms, for
investigation of methods to solve the travelling salesman problem, for a
number of VLSI problems, and in numerous other areas of experimental
research in computer science. The benefits of this method are evident. The
problems are realistic and meaningful, and they can easily be disseminated.
But there are also drawbacks. The data can be used only in a specific
application domain and often does not provide enough flexibility to allow full-
fledged testing. The other approach frequently used in experimental research
is to generate data randomly. This approach offers an unlimited number of
test cases and the user has control over at least some important parameters
of data generated. For example, when generating random graphs, one can
request a specific number of vertices and edges. However, the data generated
randomly has often properties that rarely occur in real-life examples. It is
well known that (under some technical assumptions) almost every connected
random graph is hamiltonian [4]. Similarly, it is now believed that random
3-SAT problems do not provide an adequate model for problems likely to
occur in real-life applications [11, 6].

None of these approaches has been fully developed for experimenting
with logic programming or nonmonotonic reasoning. In logic programming



research, benchmark programs usually come from a small set of problems
including the “naive reverse” program [33]. Moreover, no notion of a random
logic program or default theory has been proposed yet.

The proposal we are describing in this paper is based on the work by
Knuth [15] on methods to generate graphs, and on our results providing
encodings of graph problems in terms of default theories and logic programs.

Knuth in [15] argues that random graphs do not constitute an adequate
tool for testing graph algorithms. Instead, Knuth develops a graph genera-
tion system, the Stanford GraphBase. This system is publicly available (see
[15] for details) and, thus, can be used as a “common denominator” for work
requiring experimenting with graphs. The core of the system is formed by
several graph generating procedures. Some of the methods employed root
the graphs they generate in real-life objects such as maps and dictionaries.
At the same time, these methods are flexible and can generate large families
of graphs preserving some randomness appearance. An important feature of
GraphBase is that every graph generated gets a unique label (or identifier).
It is essential for storing and easy reproduction of test cases generated.

The main contribution of this paper is an extension of the Stanford
GraphBase to a system that generates logic programs and default theories.
Our idea is simple. Problems on graphs such as coloring, hamiltonicity, exis-
tence of kernels, have encodings as default theories and logic programs. This
is, of course, implied by complexity considerations [18, 12, 16]. However, to
build a system, we need ezplicit encodings. Several such encodings will be
presented in Section 2 of this paper.

To generate test theories, we propose to first generate graphs (using
GraphBase) and then to encode problems (coloring, hamiltonicity, etc.) for
these graphs as logic programs and default theories. By coupling Knuth’s
GraphBase and these translations we get a system for creating examples of
meaningful, interesting, and yet sufficiently randomized default theories and
logic programs. This system will be referred to as TheoryBase.

The identification system for TheoryBase allows us to easily reproduce
theories out of their identifiers. Thus, it facilitates an exchange of test default
theories and logic programs. In this fashion, a useful and functional system
of benchmarks for nonmonotonic reasoning can be created.

TheoryBase was motivated by Default Reasoning System project, DeReS,
currently being carried out at the University of Kentucky. The need to build
an experimentation testbed for DeReS prompted our TheoryBase project.
Several elements of DeReS are now completed (propositional logic program-
ming with stable semantics, default logic with Reiter’s extensions) and we
are now beginning a systematic experimentation effort.

The paper consists of two main parts. The next section presents encod-
ings of graph problems as logic programs and default theories. Section 3
describes how these encodings are used in the design of TheoryBase.



2 Default theories and logic programs for graph
problems

In [18] it was shown that the problem of existence of stable models of a logic
program is NP-complete. This result implies that for every problem P in
NP there is a polynomially constructible encoding of P as a logic program,
say Ip(P), such that P has a solution if and only if the program Ip(P) has a
stable model. Similarly, the ¥1’-completeness of existence of extensions for
a default theory [12] implies that there are efficient encodings of problems
in the class X4 as default theories. These encodings form the core of our
testbed system — TheoryBase. The problems we focus on in this paper are:
maximal independent sets and maximal matchings, colorings, existence of
kernels and existence of hamiltonian cycles (see [8] for graph theory termi-
nology). For each of these problems we will present one or more encodings in
nonmonotonic formalisms together with theorems asserting the correspon-
dence between the graph problem and the encoding. These problems appear
in numerous applications. Hence, as long as underlying graphs are realistic,
our logic programs and default theories have meaningful interpretations.

The complexity results show only existence of encodings. To build The-
oryBase, we need their explicit description. This is the topic of this section.

In the paper we are using the following notation. By G = (V,E) we
denote a graph with the vertex set V' and the edge set E. The set E consists
of two-element sets or ordered pairs of vertices, depending on whether the
graph is undirected or directed. We also denote |V| by n and |E| by m. For
undirected graphs we denote the set of neighbors of a vertex v by I'(v). For
directed graphs we define

') ={weV:(v,w) € E and v # w}
and

I (v)={weV:(w,v) € E and v # w}.

2.1 Maximal independent sets and maximal matchings

Let G = (V, E) be an undirected graph. For every v € V| we define a default

P —in(vy), ..., in(vg)
v in(v) '

where I'(v) = {v1,...,v} and in(v;) are propositional atoms (intuitively,
in(v) says that v is in an independent set).

Theorem 2.1 Let G = (V,E) be an undirected graph and let D = {d, :
v eV} AsetU CV is a mazimal independent set in G if and only if
Cn({in(v):v € U}) is an extension for the default theory Ni,q = (D,0). O



As a corollary, we obtain an encoding for the maximal matching problem.
For every e € E, define a default

P —in(e1),...,nin(eg)
e - I
in(e)
where ey, ..., e are all the edges adjacent to e and in(e;) are propositional

atoms.

Theorem 2.2 Let G = (V, E) be an undirected graph and let D = {d, : e €
E}. A set F C E is a mazimal matching in G if and only if Cn({in(e):e €
F1}) is an extension for the default theory Apaien = (D, 0). O

Remark 2.1 The encoding of the maximal independent set problem uses n
defaults and the encoding of the maximal matching problem uses m defaults.
The size of the first encoding is O(2m +n). The size of the second encoding
is O(mK), where K is the largest vertex degree in G.

Remark 2.2 Both problems presented above can be encoded as logic pro-
grams. For example, using a translation described in [17], each default d,
can be expressed by the clause

in(v) < not(in(vy)),...,not(in(vg)).

Under this encoding, maximal independent sets correspond to stable models
of the resulting logic program.

2.2 Colorings

Let G = (V, E) be an undirected graph with the set of vertices {vy,...,v,},
where each v; is a positive integer. Let C = {c;,..., ¢} be a set of colors. A
coloring of G is any mapping f : V' — C. Given a coloring f, R(f) denotes
the set of propositional atoms {clr(v, f(v)) : v € V'}. This set represents an
assignment of colors to the vertices of G.

For each vertex v;,% = 1,...,n, and for each color ¢;,7 = 1,...,k, we
define the default rule

s =elr(vi, 1), ..., melr(vg, ¢j—1), nelr(vi, ¢j41), ...y 2elr (vg, o)

color(vj, ¢j) = () .
C iy Cj

The set of default rules {color(vi,c;) : j = 1,...,k} is used to assign
exactly one color to a vertex v;. Let

Dy = {color(vi,¢cj):i=1,...,n, j=1,...,k}.

The default theory (Dy, D) has k™ extensions corresponding to all possible
colorings (not necessarily proper) of the vertices of G. To describe proper
colorings, that is, colorings where any two vertices connected by an edge



have different colors, we will use additional default rules. These rules will
kill extensions which define “non-proper” colorings. They will be called
killing defaults. To describe them we define several auxiliary formulas.

Let E = {e1,...,en} and let ¢ = {x;,y;}, where z;,yp € V are the
endpoints of ;. By ¢(l,j) we denote the following formula:

o(l,5) = clr(zi, ;) Aclr(yi, cj).-

The formula 9 (l) = \/le w(l, j) expresses the fact that both end vertices
of the edge e; have the same color. For a vertex v;, let E; be the set of all
edges connecting v; to smaller vertices. That is,

Ei={ee E:e={vj,w} and w <wv;}.

(The condition w < v; ensures that every edge appears in exactly one set
E;.) Now, for every vertex v; € V define

@ = \/ ()

e €l;

(if B; = () then we assume that ®; = 1). The formulas ®; are used to ensure
that no two connected vertices receive the same color. Finally, let F', F;
and Fj ; be arbitrary auxiliary atoms, that is any atoms different from the
atoms of the form clr(v, ¢). The intuitive meaning of these auxiliary atoms is
falsity. They are used to prevent undesirable theories from being generated
as solutions. We define the following killing default rules:

Vit Vi o(l,4) : ~F

global =

F )
1k
partial(i) = ZFi Loi=1,...,n,
[,7) : ~F
local(l7j):¢(7j) lj’ l_17 7m7 j:17 7k
£

Default global performs a global (over all edges) check of the proper
coloring condition. Default partial(i) verifies the condition for all edges in
E;. Finally, default local(l, j) verifies the proper coloring condition for edge
e; and color j.

Theorem 2.3 Let G = (V, E) be an undirected graph. For any of the fol-
lowing default theories:

1. Al = (Dy U {global},D),

C

2. A%, = (Do U {partial(i) : i =1,...,n},0),

C

8. A3, = (DoU{local(l,5) :l=1,....,m,5=1,...,k},0),

C



if f:V = C is a proper coloring of G then Cn(R(f)) is an extension for
Al i =1,2,3. Moreover, if S is an extension for Al ,, for some i =1,2,3,

then S = Cn(R(f)) for some proper coloring f of G. O

Remark 2.3 We presented three encodings of the graph coloring problem.
They differ in the technique used to check that a coloring is proper. All these
theories have nk default rules to generate a coloring and some additional
default rules to ensure that the coloring is proper. The total number of
default rules is nk + 1 for Al ;. nk +n for A2, and nk + mk for A2 .

However, the length of the resulting default theory is approximately the
same in all cases and is given by O((nk + m)k).

Remark 2.4 The encoding A3, has a straightforward translation into a
logic program. To this end just replace each default rule color(v;,c;) by a
logic program clause

clr(vi,c;) < mot(clr(vi,c1)),...,not(clr(vi, cj—1)), not(clr(vi, cj41)),

..,not(clr(v;, cx))
and each default local(l, 7) by a logic program clause

Eyj < clr(z, ¢j), clr(yi, ¢j), not (Fy ;).

2.3 Kernels

Let G = (V, E) be a directed graph with the set of vertices {v1,...,v,}. Let
us identify the set of vertices of G with a set of atoms of a propositional
language. Let Pg be the following logic program:

Pg = {v < not(w) : (v,w) € E}.

It was shown [18] that the stable models of Py are precisely the sets of the
form V' \ K where K is a kernel of G. The straightforward rewriting of
the clause ¢ = v «+ not(w) as a default rule d. = =¥ leads to a default
theory whose extensions correspond to kernels of G. Specifically, K is a
kernel of G if and only if Cn(V \ K) is an extension of the default theory
AIlcer = ({dc tcE P(;},@).

Here we present two other encodings of kernels in the language of default
logic. For each vertex v € V we will use a propositional atom out(v) with
the intuitive meaning that v is out of kernel. First, we define two default
rules for each vertex v; € V:

s out(v;) : —out(v;)

(1)

out(v;) ’ —out(v;)

Let

po= ] t out(v;) :wutm)}_ o)

= Lout(vi) 7 —out(v;)



The default theory (Dy, ) has 2" extensions corresponding to all subsets
of V. To leave only those subsets of V' whose complements correspond to
kernels of G, we need to use either additional propositional formulas or
additional defaults. We will explore both possibilities.

To ensure that vertices of the kernel form an independent set we will use
propositional formulas

(v, w) = out(v) V out(w),

where (v,w) € E. To ensure that for a vertex v which does not belong to
the kernel there is an edge (v, w) € E such that w is in the kernel we will
use the formula

Y(v) = out(v) D —out(wy) V...V —-out(w;), where T'"(v)={wi,...,w;}.
Now, we can state our first result on kernels.
Theorem 2.4 Let G = (V,E) be a directed graph and let A2, = (Do, W)
be a default theory such that
W ={pw,w): (v,w) € E}U{y(v) :v eV}

If K CV is a kernel of G then Cn({—out(v) : v € K}U{out(v) :v € K}) is
a consistent extension for A%er. Conversely, if S is a consistent extension

for A2 then S is of the form Cn({-out(v) : v € K} U {out(v) : v € K}),
a

ker

where K CV and K is a kernel of G.

The third encoding of the kernel problem will be obtained by replacing
propositional formulas from W in Theorem 2.4 by default rules. To this end
we define the following killing defaults:

—out(v) A —out(w) : =F, 4

ind(v,w) = —, (v,w) € E,
Fv,w
t(v) : out t(w;), - F,
dom(v) = out(v) : ou (wl)l,? , out(w;), R
v
where, as previously, ' (v) = {wy,...,w;} and F,,’s and F,’s are arbi-

trary auxiliary atoms different from the atoms of the form out(v). Defaults
{ind(v,w) : (v,w) € E} ensure that the set of selected vertices is an in-
dependent set. Defaults {dom(v) : v € V'} ensure that the set of selected
vertices is a dominating set.

Theorem 2.5 Let G = (V,E) be a directed graph and let A}, = (Do U
Dy, 0) be a default theory where Dy is defined by (2) and

Dy = {ind(v,w) : (v,w) € E} U{dom(v) :v € V}.

If K CV is a kernel of G then Cn({—out(v) : v € K} U {out(v) : v ¢ K})
is an extension for A%er. Conversely, if S is an extension for A%er then S
is of the form Cn({-out(v) : v € K} U {out(v) :v ¢ K}) where K CV and
K is a kernel of G. O



Remark 2.5 The encodings A? and A?_differ in the way they verify

ker ker
kernel conditions. In both cases we use 2n default rules to generate a subset
of V. In the case of A%er we use, in addition, n + m propositional formulas
to check whether a given subset is a kernel. In the case of Azer
n + m additional default rules to verify conditions for a kernel. Thus, the
total number of default rules is 2n for A?_ —and 3n +m for A} . But in
A%er we have n + m propositional formulas in W, while in the case of A%er
the set W is empty. Therefore, in both cases the total length of encoding is

proportional to 3n + m, that is, it is bounded by O(n 4+ m).

we use

Remark 2.6 The encoding A}, can be translated into a logic program.
To this end we will use a positive literal in(v) instead of a negative literal
—out(v). Now, a pair of default rules (1) can be rewritten as a pair of logic
program clauses

out(v;) < not(in(v;)) and  in(v;) < not(out(v;)).
The default rule ind(v,w) can be replaced with a logic program clause
F, 4 < not(out(v)), not(out(w)), not (F, )
and the default rule dom(v) with a clause

F, < out(v),out(w),...,out(w;), not(F,).

2.4 Directed hamiltonian cycles

Let G = (V,E) be a directed graph with the set of vertices {vi,...,v,}.
We assume that n > 3. We will construct a default theory (D, W) whose
extensions correspond to hamiltonian cycles in G. We will use atoms vstd(v)
(intuitively, v has been visited) and e(v, w) (intuitively, (v, w) is an edge of
a hamiltonian cycle).

Let W = {vstd(v1)}. Let v € V and I'"(v) = {wy,...,wx}. We define k
default rules for vertex v in the following way:

( ) vstd(v) : me(v,wr), ..., e(v, wj—1), "e(v, Wjt1), ..., ~e(v, wy)
move(v, w;j) = :
o e(v,wj) A vstd(w;)

Now we define the first group of defaults:
Dy = {move(v,w) :v €V and w € " (v)}. (3)

The role of the defaults in Dg is to select one outcoming edge for every
“misited” vertex. To make sure that every vertex is visited, we define the
second group of default rules using additional new atoms Fy,v € V:

D, = {: —wstd(v), —F,
F,

ZUGV}. (4)



Finally, to make sure that the edges selected by the default rules from Dy
form a cycle, we need an additional default:

: _'e(ulalvl)u - .,_'e(Uk,’Ul),_'F
F )

cycle =

where I'"(v1) = {u1,...,u;} and F is an auxiliary atom. We have the
following theorem.

Theorem 2.6 Let G = (V, E) be a directed graph. Let W = {vstd(v1)}
(v1 € V) and Apam = (DoUDU{cycle}, W), where Dy and Dy are defined by
(3) and (4). If S is an extension for Apgm then the set of edges C = {(v,w) :
S =e(v,w)} is a hamiltonian cycle in G. Also, if C is a hamiltonian cycle
in G then

Cn({e(v,w) : (v,w) € C} U{vstd(v) :v e V})

is an extension for Apgm. O

Remark 2.7 The encoding of hamiltonian cycles presented in this section
uses at most m + n + 1 default rules. The length of the resulting default
theory is O(mK + n), where K is the maximal vertex outdegree in G. The
theory Apem presented in this section can be rewritten as a logic program
using the translation defined in [17].

3 TheoryBase

In this section we will briefly describe TheoryBase. TheoryBase is an ex-
tension of the Stanford GraphBase [15], created by Donald E. Knuth at the
Stanford University. The Stanford GraphBase is a collection of datasets,
procedures which generate graphs and several demo programs. It allows the
users to generate families of directed, undirected, weighted, unweighted, bi-
partite, planar, regular and random graphs. The Stanford GraphBase also
contains procedures to generate graphs by means of graph operations such as
union, intersection, complement, cartesian, direct or strong product. Other
graph operations are also available. The Stanford GraphBase procedures
make it possible to generate permutation graphs and partition graphs. An
interesting family of graphs can be generated from a table of highway dis-
tances between 128 North American cities. For detailed description of the
Stanford GraphBase see [15]. Each graph generated from GraphBase has an
identifier from which the graph can be reconstructed.

TheoryBase is a tool to create default theories and logic programs for
experimentation with nonmonotonic reasoning systems. The main idea is to
apply the encodings presented in Section 2 to graphs which are the outputs
of GraphBase.

TheoryBase associates an identifier with each theory it generates. This
is an extension of the concept of a graph identifier in GraphBase. A The-
oryBase identifier is a pair (a,3), where « is a GraphBase identifier and



0 is the name of a translation described in Section 2. We described here
nine translations into default theories: A4, Amatchs A(ljol, Azol, Ag’ol, A}Cer,
an nam (several modifications of these nine translations are
Az, A} and A 1 modificati f th ine translati
also available). In addition, as we pointed out in Section 2, some of them
(Ainds Dmatens A2, Mg, A3, and Apgy,) imply encodings into logic pro-
grams.
The semantics of a TheoryBase identifier («, 3) is given by a logic pro-

gram or a default theory obtained by the following process:

1. generate a graph G from the GraphBase identifier @ (« encodes the
generation method to be used),

2. produce a logic program or a default theory by applying the translation
B to G.

It should be clear that an identifier uniquely determines a logic program
or a default theory. Hence, to exchange test cases, it is sufficient to exchange
their TheoryBase identifiers only.

We will present now two graphs from GraphBase and two corresponding
theories from TheoryBase.

The first theory is determined by the TheoryBase identifier («, 3), where:

a = complement(gunion(board(7,0,0,0,2,0,0), simplex(2,2,2,2,0,0,0),0,0),0,0,0),
B = Aind-

Its first component is a GraphBase identifier of the graph G shown in Figure
1. The second part, A4, indicates the encoding used to produce a theory (in
this case, the encoding describing maximal independent sets). The resulting
set of defaults is given below:

=i (2),—in(4),~in(5),—in(6) =i (5),—in(6) =i (0),—in(3),—in(5),—in(6)
in(0) in(1) n(2)

:=in(2),-in(6) :=in(0),—in(6) :=in(0),—in(1),~in(2),-in(6)

:=in(0),—in(1),—in(2),—in(3),~in(4),~in(5)
in(6) :

It is easy to see that Cn({in(0),in(1),in(3)}) is an extension of this
default theory. It corresponds to the maximal independent set {0, 1,3} in
Gl.

Next, we show the theory determined by the identifier

id = (econ(8,0,10000,0), Apam)-

The graph G4 identified by the GraphBase identifier econ(8,0,10000,0) is
also shown in Figure 1.



Figure 1: Graphs G; and G9

The second component of the identifier id is Apg.,. Hence, the theory
described by id encodes the problem of existence of hamiltonian cycles for
G9. Its defaults are listed below.

vstd(0): vstd(1): vstd(4): vstd(5):
€(0,2)Avstd(2) e(1,7)Avstd(T) e(4,7)Avstd(7) e(5,7)Avstd(T)

vstd(7):—e(7,1),-e(7,2),-e(7,3),—e(7,4),—¢(7,5),-e(7,6)
e(7,0)Avstd(0)

vstd(7):—e(7,0),—e(7,2),-e(7,3),—e(7,4),—e(7,5),—e(7,6)
e(7,1)Avstd(1)

vstd(7):—e(7,0),-e(7,1),-e(7,3),—e(7,4),—¢(7,5),-e(7,6)
e(7,2)Avstd(2)

vstd(7):—e(7,0),—e(7,1),7e(7,2),-e(7,4),—e(7,5),-e(7,6)

)7’,3)Avstd(3)

vstd(7):—e(7,0),-e(7,1),-e(7,2),-e(7,3),—e(7,5),-e(7,6)

)7’,4)/\ustd(4)

),—e(7,2),-e(7,3),-e(7,4),—e(7,6)
7,5)Avstd(5)

vstd(7):—e(7,0),—e(7 e(7,2),-e(7,3),-e(7,4),—¢(7,5)

),—
7,6)Avstd(6)

1
e(

e(7,1

e(
vstd(7):—e(7,0),—e(7,1
e(

e(7,1

e(

—wstd(0),—F(0) —wstd(1),-F (1) —wstd(2),-F(2)
£(0) F(1) F(2)

—wstd(3),—F(3) —wstd(4),-F(4) —wstd(5),-F(5)
F(3) F(4) F(5)

—wstd(6),-F(6) —wstd(7),-F(7) :=e(7,0),-F
7 (6) F(7) o

4 Conclusions

In this paper we presented a system, called TheoryBase, to generate test de-
fault theories and logic programs. This proposal was motivated by our work
on the implementation of Default Reasoning System, which requires exten-
sive experimentation. TheoryBase is based on a graph generating system,



the Stanford GraphBase. A wealth of graph examples created in GraphBase
induces a large number of examples that can be generated from Theory-
Base. Consequently, TheoryBase will greatly facilitate experimental studies
of nonmonotonic systems.

However, the number of procedures in TheoryBase is, so far, restricted.
In the future, encodings of additional graph problems need to be added to
TheoryBase. Moreover, systems for nonmonotonic reasoning are suitable
for solving not only problems on graphs and we hope to add to Theory-
Base methods to generate theories based on problems in other application
domains.

Finally, let us observe that the methodology presented in our paper can
be used to produce test cases for other domains. For example, by encoding
graph problems as propositional theories, one can obtain a test generating
tool to facilitate experimental work on algorithms for satisfiability testing.
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