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Abstract

Cross-correlation functions are determined for a large class of geometric sequences based on m-sequences
in odd characteristic. These sequences are shown to have low cross-correlation values in certain cases. They
also have significantly higher linear spans than previously studied geometric sequences. These results show
that geometric sequences are candidates for use in spread-spectrum communications systems in which
cryptographic security is a factor.

1 Introduction

Pseudorandom sequences with low correlation function values and high linear spans are important in several
applications of modern communication systems, such as CDMA systems [13]. A number of constructions have
been suggested for generating such sequences. Many of these are based on the idea of mapping an m-sequence
or modified m-sequence over a finite field into a prime field by a nonlinear function. Specific examples include
GMW sequences [5], bent function sequences [12], No sequences [11], and cascaded GMW sequences [1, §].
Such constructions have also been studied in a general setting by a number of authors where the resulting
sequences are known as geometric sequences [2, 6, 7.

A geometric sequence S is generated from a g-ary m-sequence U by applying a nonlinear “feedforward”
function f : GF(q) — GF(r), where ¢ is a power of a prime number p and r is a prime number (not necessar-
ily distinct from p), to each element of S. Completely general results on the cross-correlations of geometric
sequences are quite difficult to obtain (and appear inherently connected to deep problems in algebraic ge-
ometry). Several cases, however, have been previously considered, such as pairs of geometric sequences that
are obtained from the same g-ary m-sequence but different nonlinear feedforward functions [3] and pairs of
geometric sequences for which p = r = 2 and whose underlying m-sequences are related by a quadratic
decimation [7].

Geometric sequences can be generalized by replacing the underlying m-sequence by a function of an m-
sequence. For example, No sequences are a special case in which the underlying m-sequence is replaced by the
sum of shifts of two sequences quadratically related to the same m-sequence [11]. The case where p = r = 2
and the underlying m-sequence is replaced by the sum of a quadratic decimation of an m-sequence and a shift
of the same m-sequence was treated by the author [6]. In that paper the cross-correlations of such a generalized
geometric sequence with an ordinary geometric sequence were computed. In this paper we compute the same
sort of cross-correlations in the case where p is odd. The basic technique used is counting the solutions to
pairs of equations over finite fields, one quadratic and one linear. (More general correlation problems can be
treated by using more general pairs of equations.)

In Section 2 we recall the definition and basic properties of geometric and quadratic form sequences, state
the main theorems (Theorems 2.3, 2.4, and 2.5) on cross-correlations of geometric sequences, and recall related
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results on cross-correlations in characteristic two. In Section 3 we count solutions to pairs of equations. These
counts are used in Section 4 to describe the cross-correlations of quadratic form sequences. In Section 5
we determine the ranks of the quadratic forms that appear in geometric sequences, which, combined with
the results of Section 4, give us expressions for the cross-correlations of quadratically decimated geometric
sequences and prove Theorems 2.3, 2.4, and 2.5.

2 Definitions and Statements of Results

Let ¢ be a fixed power of an odd prime number p, ¢ = p°, and let GF(q) denote the Galois field with
q elements. For any 7 > 1, we denote the trace function from GF(q") to GF(q) by Trgn, defined by
Trgn (x) = Z" 01 2?7 . Recall that Trg’n is a GF(q)-linear function, that every GF(q)-linear function h from
GF(q™) to GF(q) can be written in the form h(z) = Trg" (Az) for some A € GF(q"), and that, for any
m>1,Tre"" (x) =Tr?" (Trg:m (x)).

For each finite field of odd characteristic, there is a canonical quadratic character, n on GF(q)*: n(z) =1
if  is a square, n(z) = —1 otherwise. We extend 7 to all of GF(q) by letting n(0) = 0. We also use the
function v, defined by v(z) = —1if x # 0, v(0) = —1.

Let o be a primitive element of GF(¢"). The sequence V whose jth element is V; = Trgn (o) is a g-ary
m-sequence. It is well known that the sequences of this form are precisely the maximal period sequences that
can be generated by linear feedback shift registers of length n with entries and coefficients in GF(q) [4, 9]. In
particular, they are easy to generate by hardware. Let k = 1+ ¢* (that is, k has g-adic weight two) and let v
be any element of GF(¢™). The sequence V' whose jth element is Trgn (vak7) is called a quadratic decimation
of V. This sequence is never an m-sequence when ¢ is odd, but we may have ged(k, ¢" — 1) = 2, in which case
the period is half the maximum possible period. More generally, if § € GF(¢™), we consider the sequence U
whose jth term is U; = Trg" (yaki + 6ad).

Let r be a prime number, not necessarily distinct from p. Let ¢ be a primitive rth root of unity in the
field of complex numbers.

Definition 2.1 If S and T are periodic sequences of elements of GF(r), with period N, then the cross-
correlation of S and T is defined as

Os,1(T ZCS Tt

Equivalently, if x is an additive character of GF(r) in the complex numbers, and Y is the complex conjugate

of x, then
Os,r( Z X(S)X(Titr)

Let f and g be (nonlinear) functions from GF(q ) to GF(r) and let U and V be as above. The sequence
T, whose jth elements is g(V}), is called a geometric sequence. The sequence S, whose jth element is f(U;),
is called a generalized geometric sequence.

One reason for interest in these sequences is their large linear spans. The following theorem is an easy
generalization of the analogous theorem in characteristic two [6]. If « is a primitive element of GF'(¢™), then
for any k we denote by j(k) the number of distinct elements of the form a*?’| i.e., the size of the Galois coset

of a*. Note that u(k) = n if ged(k,¢" — 1) = 1.

Theorem 2.2 Let f : GF(q) — GF(p), f(z) = Zg;& a;xt. Letk < " be a sum of at least two distinct powers
of q, and let v # 0, § # 0 be elements of GF(q"™). Then the sequence whose ith term is f(Trg" (yaF 4 5at))
has linear span

Ag(8) = Y (nt p(k)) !,

a; #0



where wt (i) is the number of nonzero coefficients in the base p expansion of i.

For ordinary geometric sequences, the linear span is Za £0 n®t() hence much smaller.
It is the objective of this paper to determine the cross-correlations between the sequences S and T in
terms of properties of f and g. For any such function f, we let the imbalance of f be defined by

I(fy= > .

u€GF(q)

Then f is balanced if and only if I(f) = 0. Also let F(u) = ¢/, and G(u) = (79,

We let d = ged(i,n) and T's v(1) = Os (1) — ¢"2I(f)I(g) + F(0)G(0). If f or g is balanced, then
I's (1) = ©s,1(7) £ 1. To each sequence S there are associated constants p € GF(q) (described in Section
4) and € = £1 (described in Section 3). The parameters s and ¢ and the summation indices u and v in the
main theorems take values in GF(q).

Theorem 2.3 Let S be a generalized geometric sequence based on primitive element o € GF(¢™), with
exponent k = ¢ + 1, and coefficients v = of and §. Suppose (1) n is even and n/d is odd, or (2) n/d is even,
n/(2d) is odd, and £ % (¢*+1)/2 (mod ¢? + 1), or (3) n/(2d) is even and £ # 0 (mod ¢? + 1). Then T's (1)
takes the values

L eq"/*7 (qF (=p) = I(£)G(2).
2. eq"/?*1 D n(v? — su)F(u — p)G(v — t).

The numbers of occurences of these values are given by the table in Theorem 4.2.A, with M replaced by §, and
m replaced by n.

Theorem 2.4 Let S be a generalized geometric sequence based on primitive element o € GF(q™), with
exponent k = ¢' + 1, and coefficient v = af. Suppose (1) n/d is even, n/(2d) is odd, and £ = (q* +
1)/2 (mod ¢ + 1), or (2) n/(2d) is even and ¢ =0 (mod ¢ + 1).

A, If 47 2@ =1 = —1 implies that Tri" (6w) =0, then I's 1(7) takes the values
1. eq"# =N (gF (=p) — I(f))G(1).
2. eq"/2HA=LN  on(v? — su)F(u— p)G(v —t).
3. g2 (qF (—p) — I()1(g).

The numbers of occurences of these values are given by the table in Theorem 4.2.A, with M replaced by
6, and m replaced by n — 2d.

B. If 'yqi_lwqm_l = —1 does not imply that Trg" (dw) =0, then I's v(7) takes the values
1. eq"?ri=1(g Y2, F(sv — )G(v) — I(f)1(g))-
2. 0.

The numbers of occurences of these values are given by the table in Theorem 4.2.B, with M replaced by
6, and m replaced by n — 2d.

Theorem 2.5 Let n be odd. Then I's v(7) takes the values
1. eg" V23 n(u)F(u — p)G(t).
2. en(s)g" V2 (¢, F(v* /s = p)G(v —t) = I(f)I(9))-



The numbers of occurences of these values are given by the table in Theorem 4.8.A, with M replaced by &, and
m replaced by n.

Observe that, if we consider GF(¢™) to be an n-dimensional vector space over GF(q), then the function
Trgn (z*) is a quadratic form in n variables over GF(q). Thus it is logical to consider more general sequences
of the form S; = f(Q(a?)), where Q is an arbitrary quadratic form in n variables over GF(q). We call such
sequences quadratic form sequences. As a first step, we express the cross-correlations of such sequences with
T in terms of f, g, and properties of the quadratic form Q.

3 Algebraic Tools

In this section we state several results from number theory and the theory of quadratic forms that will be
useful in the sequel. The is referred to [9, 10] for the proofs.

We are repeatedly concerned with the divisibility of integers that differ by 1 from powers of odd primes.
Suppose b is an odd integer. Let n and 7, be non-negative integers, with n # 0, and let d = ged(n, ). Then
ged(b™ — 1,68 — 1) = b? — 1; ged(b™ — 1,6 + 1) = 1 + b? if n/d is even; ged(b” — 1,b° + 1) = 2 otherwise;
ged(b™ +1,0° + 1) = 1 + b if n/d; i/d are odd; and ged(b™ + 1,b" + 1) = 2 otherwise.

We fix an odd prime p, a power ¢ of p, and a positive integer n. Let T denote (z1,...,z,) and B,,(Z) =
T1%9 + T3Ty + -+ + Typ—1Z;,. Under a change of coordinates, B,,(Z) is equivalent to the diagonal form
22— w3+ a3 -3+ +a2,_, — 22 Every quadratic form @ can be expressed in terms of some symmetric
matrix M as Q(z1, -+, x,) = TMZ'. The rank of Q is the rank of M. If M (and hence Q) is nonsingular,
the determinant of @, det(Q), is defined to be the determinant of M. The notion of determinant extends
to singular quadratic forms by letting det(Q) be the determinant of the restriction of @ to a subspace of
dimension rank(Q)) on which @ is nonsingular. We can write any quadratic form in one of three standard
forms.

Proposition 3.1 For any quadratic form Q in n variables, if m = rank(Q), then Q is equivalent under a
change of coordinates to precisely one of the following quadratic forms:

Type I: B,,(7),

Type II: B, _1(Z) + ba?,,

Type III: B, »(Z) +22,_; — az?

m>

where b € {1,a} and a is a fived nonsquare in GF(q). In the first case, det(Q) = (—=1)™/2. In the second
case, det(Q) = b(—1)m=1/2_ In the third case det(Q) = a(—1)™/2. Furthermore, the number of solutions to
the equation Q(z) = u is ¢" ' + v(u)n((=1)"/2 det(Q))q"~™/>= for a type I or type III quadratic form, and
"+ (=124 det(Q)) g (MHN/2 = =1 - q(ub)g /2 for a type IT quadratic form.

Any choice of coordinates ey, e, ..., e, for GF(¢"™) as a vector space over GF(q) determines an identifica-
tion GF(q)" — GF(q") by & = (x1,%2,...,2,) — >, x;e; = . We write £ when an element is to be thought
of as a vector in GF(q)"™, and we write « when the same vector is to be thought of as an element of GF(¢"™)
(for a fixed a set of coordinates for GF(¢™)).

Consider a system of equations consisting of a quadratic form and linear function. The number of solutions
depends on the type and rank of the quadratic form. Let Q(Z) be a quadratic form of rank m in n variables
in one of the three standard types, let M(Z) = >/ a;a; = a- %, L(z) = Y. biz; = b- 7, and R(T) =
Q(T) + M (z), with {a;,b;} € GF(q). Let u,v € GF(q). We denote by N(u,v) the number of solutions to the
system of equations

RZ) = u (1)
L) = v (2)

We use the following notation.



1. Let € = n((=1)m=D/2det(Q)) if m is odd, and € = n((—1)™/2 det(Q)) if m is even. So N@ = ¢"~ ' +
en(u)g™ " HD/2 if m is odd, and N@ = ¢! + ev(u)q"~"™/? if m is even.

2.
Q) ) if Q) = B (T)
0@ = Bua@+ 7 i Q(T) = By (7) + ba?,
Boa(@) + 2221 _ T i O(F) = By o(T) + 2,1 — aa.

Note that Q is equivalent to (Q under a change of coordinates.

3. The bilinear form associated with Q(Z) is Dy, (Z,7) = QT +7) — Q(Z) — Q(x). We also let D(Z,7) =

QE+7) - Q@) - QW)
4. U T = (z1, -, 2,) is any vector, then T’ = (z1, -+, 2p) and T’ = (i1, -, 2y). Thus Q(T) = Q(T).

The following three propositions, covering all possibilities for @), M, and L, are proved by a series of
changes of coordinates. We omit the details. For similar analyses, see [9] and [6].

Proposition 3.2 Suppose that 5 =0 and @ #+ 0, or that b and @' are linearly independent. Then
N(u,v) =q" 2.

Proposition 3.3 Suppose that ¥ #0 anda’ = b for some A € GF(q).
1. If Q has Type I or Type III, then
N(u,v) = q" 2+ ev(u— v+ Q@ — \b ))g"~™/272.
2. If Q has Type II, then
N(u,v) = ¢" 2 + enlu— Ao+ Q(@ — Nb))g"~ ™ +3/2,
Proposition 3.4 Leta’ =b =0.
1. Suppose Q has type I or type III.
(a) If Q(b) = 0, then

N(w.o)= | @2+ elutQ@)g" "2 ifv=—Dy(@)
’ q"? otherwise.

(b) If Q(b) # 0, then
N(u,v) = ¢"* + en(4Q(b) (u + Q(@)) — (v + Dn(@,b))*)g" /2.

2. Suppose Q has type II.

(a) If Q(b) =0, then

N(u,v) = ¢" 2+ en(u+ Q(@)g"~mtV/2ifv = —D,(a,b)
’ n—2 otherwise.

(b) If Q(E) # 0, then
N(u,v) = ¢""2 + ev(4Q(D) (u + Q@) — (v + Dn(@, 1)) *)n(Q(D))g"~ ™ +/2.



4 Cross-Correlations of Quadratic Form Sequences

Let R(z) be the sum of a quadratic form @ and a linear function M on GF(q"™) over GF(q). Let f,g
GF(q) — GF(r). Let S be the quadratic form sequence whose jth term is S; = f(R(a?)) and let T be the
sequence whose jth term is T; = g(Trgn (a)).

Proposition 4.1 Let N(u,v) = {z: R(z) = u and Trg" (a7z) =v}. Then

Ost(r)= Y  N(uv)F(u)G(v) - F(0)G(0).

u,veGF(q)

Proof: As i ranges from 1 to ¢" — 1, o’ ranges through all nonzero elements of GF(q"), since « is primitive.
Hence ’
Osxr(r)= Y F(R@x)G(Tr! (o x)) - F(0)G(0). (3)
z€GF(q™)

Suppose that elements z,y of GF(q") satisfy Trgn(of:z:) = Trgn (a"y) and R(xz) = R(y). Then x and y
contribute the same value to the sum in equation (3). Gathering all such terms together we get the expression
for ©g 1(7) in the statement of the proposition. O

We have reduced the problem of computing cross-correlations of geometric sequences to that of finding
solutions to pairs of equations. A similar reduction works if Q(z) and Trgn () are replaced by arbitrary
functions from GF(¢") to GF(q). Note that N(u,v) can be interpreted geometrically as the number of points
in the intersection of a quadric hypersurface and a hyperplane.

We can combine the results of Section 3 with Proposition 4.1 to give a complete description of the cross-
correlations of S and T. Throughout we let m be the rank of @ and p = Q( ) where Q and @ are as in Section
3 (with respect to coordinates for which @ is in a standard form). To simplify statements, we let

Is,r(7) = Os,x(7) — ¢"*I(f)I(g) + F(0)G(0).

We denote by Ker(M) = {z : M(z) = 0} the kernel of the linear transformation M, and by Null(Q) =
{z:Vy:Q(z+y) = Q(y)} the null space of Q. These are GF(q) vector spaces. The dimension of Null(Q) is
n — rank(Q), and Null(Q) is complementary to the largest subspace on which @ is nonsingular.

The proofs of the values of I's v(7) are a matter of summing over u and v, with appropriate instances
of Proposition 3.2, 3.3, or 3.4. There is a one-to-one correspondence between shifts 7 and nonzero values of
b. Thus the number of occurrences of each value is found by counting the number of nonzero values of b
that give the hypotheses of the appropriate proposition. In some cases this in turn leads to an application of
Proposition 3.2, 3.3, or 3.4. The details are omitted.

Theorem 4.2 Let m be even.
A. If Null(Q) C Ker(M), then T's t(7) takes the values
L. eq" ' 2 (qF (=p) = I(f))G(1).
2. eq" T TN, yn(su—v?)F(u— p)G(v —t).
3. eq" 22 (qF (—p) — I1(f))(9)-



’ Conditions on M, QQ \ Case \ Parameters \

Number of Occurrences

M =0 1 t=0 g +e(g—1)gm/2 -1
2 s#0,t=0 qm 1l — egm/2L
3 - q¢" —q"

M#0,p=0 1 t=0 q" 2 +e(lg—1)gm? 1 —1

1 t ?é 0 qm—2
2 s,t#0 gm 2
2 s#0,t=0 g2 — g/t
3 - q" —q"

p 7& 0 1 t=20 qm*2 -1
1 t#£0 qm 2 4 egm/2L
2 s#0 g™ 2 + en(dps — t2)gm/ 2t
3 - q" —q"

B. If Null(Q) € Ker(M), then I's t(T) takes the values
1. eq"' M2 (g 30, F(sv = )G(v) = I()1(g)).

2. 0.
’ Case \ Parameters \ Number of Occurrences ‘
1 s 7& 0 qm—l + Cl/(t)qm 2—1
2 _ qn, _ qm+1 + qm —1

Theorem 4.3 Let m be odd.

A. If Null(Q) C Ker(M), then I's ©(7) takes the values

1. eq"=mFD/23 n(u)F(u — p)G(t).

2. en(s)q"=mT2(q 3 F(v? /s — p)G(v —t) — I(f)I(g)).

3. qn= (T2 n(u)F(u— p)I(g).

’ Conditions on M, @ ‘ Case ‘ Parameters ‘

Number of Occurrences

M=0 1 t=0 " T -1
2 s#0,t=0 g™ 4 egmD/2
3 - " —q"

M#0,p=0 1 t=0 g -1

1 t#0 qn?
2 s,t#£0 g2
2 s#0,t=0 "2 + en(s)gm /2
3 - " —q"

p#0 1 t=0 "2+ e(q—1)gm 2
1 t#£0 g2 4 eq(m=3/2
2 5#0 q" % + ev(dps — t2)n(p)gm /2
3 - " —q"

B. If Null(Q) € Ker(M), then I's v(T) takes the values

1 eqn=mEB2N  n(u+ sv+t)F(u)G(v).
2. 0.




’ Case \ Parameters \ Number of Occurrences ‘
1 s#0 a4 en(t)gm=D7?
2 - qn_qm+1+qm_1

It is interesting to determine the minimal cross-correlations achievable in the preceding two theorems. The
dominant term in Og () is ¢"2I(f)I(g). Sequences have small cross-correlations only if the feedforward
functions are balanced. This is only possible if r = p, that is, the range of f and g is GF(p). We assume this.
The remaining terms are minimized by making the rank m as large as possible. That is, by making m = n.
In the next section we see cases where this occurs.

Theorem 4.4 Suppose f and g are balanced, and m = n. In Theorem 4.2.A: in case 1, |Og (1) +
F(0)G(0)| = ¢"/?; in case 2, |Os 1 (1) + F(0)G(0)| = |¢"/?7* D n(v? — su)F(u — p)G(v —t)| < ¢V/*1; in
case 3, |©g (1) + F(0)G(0)| = 0.

In Theorem 4.2.B: in case 1, |Os1(7) + F(0)G(0)] = |g"/23, F(sv — t)G(v)| < ¢*/?*1; in case 2,
|©s,1(7) + F(0)G(0)| = 0.

In Theorem 4.5.A: in case 1, |Os1(7) + F(0)G(0)] = |¢"~ /23 n(u)F(u— p)| < ¢™FtV/2; in case 2,
|0s,1(7) + F(0)G(0)| = |¢ V23 F(v?/s — p)G(v —t)| < ¢"FV/2; in case 3, |Os (1) + F(0)G(0)| = 0.

In Theorem 4.3.B: in case 1, |Os () + F(0)G(0)| = |¢"=3/23"  n(u+ sv + t)F(u)G(v)| < ¢"+D/2;
in case 2, |Os () + F(0)G(0)| = 0. ’

In all cases the cross-correlations are close to the square root of the period with no additional restrictions
on f and g. With additional restrictions, these values can be made smaller. Taking f to be as balanced as
possible on {u—p : u is a square }, the bound in case A.1 of Theorem 4.3 can be made less than (p—1)g"»~1/2,
Also, the sums in case A.2 of Theorem 4.3 are essentially cross-correlations. If we choose f and g so these
cross-correlations are small, then we can further bound Og (7). Similar considerations apply in other cases.

5 Cross-Correlations of Geometric Sequences

We apply the results of Section 4 to the case of generalized geometric sequences. Specifically, we let
Q(z) = Trd" (ya'+7'). For purposes of implementation, we can represent M (xz) and L(z) by Trd" (6z) and
Trgn (Bx), respectively. Thus we are considering the cross-correlations between the sequence S whose jth term
is f(Trg" (Waj(lﬂi) + da?)) and the sequence T whose jth term is g(Trgn (Bad)), for some primitive element
a of GF(¢™). We can assume [ = 1, since the various nonzero values of B correspond to different shifts 7.

Proposition 5.1 The function Q(x) = Trgn (:EHqi) is a quadratic form on GF(q") over GF(q).

The proof is a matter of choosing coordinates to represent z and expanding z'T9 with respect to the
coordinates. Thus in order to determine the specific values of the cross-correlations of S and T, it suffices
to determine rank(Q) and n(det(Q)). Of these, the rank is the most important since, as we have seen, the
determinant of ) only affects the sign of I's .

Theorem 5.2 Let v = of and d = ged(n,i). The rank of Q(x) = Trgn (yxtd') is
n if n/d is odd;

~

2. n—2d if n/d is even, n/2d is odd, and £ = (¢% +1)/2 (mod ¢ + 1);
3. nifn/d is even, n/2d is odd and £ # (¢% 4+ 1)/2 (mod ¢% + 1);

4. n—2d if n/2d is even and £ =0 (mod ¢ + 1);

5. nifn/2d is even and £ Z 0 (mod ¢? +1).



Proof: Consider the null space, W, of @, defined by

W = {weGF(@{G"):Qw)=0and Yy € GF(q") : Q(w +y) = Q(y)}
{weGF(q") :Vy € GF(¢")" : Qv +y) = Qy) }-

The set W is a GF(q)-vector subspace in GF(¢"), and the dimension of W is the co-rank of ). We compute
the dimension of W. ,

Let w € GF(q")*. Expanding the expression (w + y)'*?, we see that w € W if and only if for every
y € GF(q"),

Tri (ywy?) = =TrE (yw?y). (4)

Since Trgn (x) = Trg" (x7), the right hand side of equation (4) is unchanged if we raise its argument to the
power ¢', which gives
n i n i 21 i
Trg (wy?) = =Trg (77w y*).

for all y € GF(¢"). This implies that yw = —’yqiw‘?%, or, if w # 0, that 49 ~1w? '~ = —1.
Let z = yw9 ', Then w € W if and only if 27 ~! = —1. On the other hand, z € GF(¢"), so 27"~ = 1.

It follows that _
Leed(@"=1,2(¢"-1)) _ 1

The remainder of the computation of the rank of W breaks into two cases.

1. n/d is odd: In this case ged(q" — 1,2(¢° — 1)) = ¢% — 1, so 24°~1 = 1. This implies 271 = 1, a
contradiction. Thus W = {0} and the rank is n.

2. n/d is even: In this case ged(¢" — 1,2(¢° — 1)) = 2(¢? — 1), and ged(¢" — 1,¢* — 1) = ¢*? — 1. Suppose v
is a second element of W. Then (v/w)?” ~1 =1, so (v/w)?"~! = 1. That is, v/w € GF(¢*%). Conversely, if
a € GF(¢*?), then aw € W. Thus either |W| = ¢?¢ and the rank is n — 2d, or [W| = 1 and the rank is n.

Tt thus suffices to determine when there is at least one nonzero element of W. We have 22"~ = 1 and
221 = 1 = q(@"=1/2, Then

N

Jw : (o/wprqz)q = ld"-D/2 if and only if
Juw : 't = "D/ (2" -D) if and only if
Jw:wlte = @' -1/ -D)-¢ if and only if
I ar+d) = "1/ 1)~ if and only if

i q" —1 n . .
Irs:r(l+4q) = m—ﬂJrs(q —1) if and only if

qn 1 4
{ = d 1

since ged(q' 4+ 1,¢" — 1) = ¢% + 1 in this case.

Furthermore, if n/(2d) is even, then ¢¢ + 1 divides (¢" —1)/(2(¢? —1)). Thus W is nontrivial if and only if
¢ =0 (mod ¢? +1). On the other hand, if n/(2d) is odd, then (¢" —1)/(2(¢?* —1)) = (¢ +1)/2 (mod ¢? + 1),
so W is nontrivial if and only if £ = (¢? +1)/2 (mod ¢? + 1). O

In case n/d is even, we can further determine the type of Q.
Theorem 5.3 Suppose n/d is even. Then

1. If n/(2d) is even and £ =0 (mod ¢ + 1), then Q has type III.

2. Ifn/(2d) is even and £ #0 (mod ¢% + 1), then Q has type I.



3. Ifn/(2d) is odd and ¢ = (¢* +1)/2 (mod ¢% + 1), then Q has type I.
4. If n/(2d) is odd and £ # (¢% 4+ 1)/2 (mod ¢% + 1), then Q has type IIL
Proof: The number of nonzero roots Z of @ is given by
Ng ="+ (g — 1)n((—1)™2A)g" ™21 — 1= ¢" 7 4 (g — D)eg" ™27 -1,

where m is the rank of @ and A is the determinant of Q. The group G = {c : At e GF(q)} = {c:
cla=D0+4") — 11 acts faithfully on Z. Therefore Ngg is divisible by |G|. If n/d is even, then |G| = (¢—1)(¢%+1),
which must divide ¢"~! + (¢ — l)eq"_m/z_1 — 1. In other words

qnfl _
qd +1 + Eqnfm/Qfl )
qg—1

Suppose n/(2d) is even. Then ¢¢ + 1 divides (¢" — 1)/(g — 1), so it also divides ¢"~* + g~ ™/>~1, and so

also divides ¢"/? + . When m = n, this implies € = 1, whereas when m = n — 2d, this implies € = —1.
Suppose n/(2d) is odd. Then ¢?+1 does not divide (¢" —1)/(g—1), so it does not divide ¢"~* +eq™ /21,
nor does it divide ¢"/2? 4+ e. When m = n, this implies € = —1, whereas when m = n — 2d, this implies € = 1.

O

6 Example: Generalized GMW Sequences

Let ¢ = 1+p* and consider the feedforward functions f(z) = Tr(/?) and g(x) = Tr(z¢), with ged(c/2,q—
1) = 1. Then S is the sequence whose jth term is

85 = Tri((Trd" (7030+1) 4 50d))e/2),
while T is the sequence whose jth term is
S; = Tra((Trd" (a?))°).

Assume further that 6 # 0 is chosen so that p = 0, and that n is odd. Let ¢ = p°.
The feedforward function f is balanced, so, as shown in the comments following Theorem 4.3, |Og v (7)+1]
is bounded by the maximum of

L gD/ 5 n(w)F(u)] < ¢ D/? and
2. |V, F(0?/s)Gu —t)] < gt/
Since ged(e/2,q — 1) = 1, we have that z¢/? is a square if and only if z is a square. Hence

SonF@) = > nu)c (5)
2( > (M) 41 (6)

u#0
a square

N ) o

We have 2 = 1+ p°, ged(e,0) = e, and e/e = 1, odd, so the rank of the GF(p) quadratic form Trd(u?) is e.
e/2

Using Proposition 3.1, we see that the absolute value of the sum in equation (7) is p®/* if e is even. If e is

odd, we have
9 (u? e— v? e— e
Z CTTP( ) :p( 1)/2 Z ¢ :p( 1)/2p1/2 =p /2
uw€GF(q) vEGF (p)

10



Thus for any e, the bound for this case is ¢™/2.

In the second case, for ' = s~¢/2,

Z F(v?*/s)Gv—t) = Z CTTZ(SIUHM)—Trg((u_t)lﬂn”') .

S CTra((s =t (@ ™ oty )

This is just the imbalance of a GF(p) quadratic form on GF(q) if s # 1, or, of a linear function if s = 1. If
s # 1, therank is e for all s’ if e/ ged(e, £) is odd. Again using Proposition 3.1, we see that the absolute value of
the sum in equation (9) is p®/2. Thus the bound for this case is ¢"/2. If s = 1, the function (tpz +tp67z)v—t1+pz
is balanced unless t*°° +¢ = 0. It can be shown that when e/ ged(e, £) is odd, this is only possible if ¢ = 0.
Thus the bound is zero if s = 1 and ¢ # 0, and is ¢"1t1/2 for the ¢"~2 4 eq("~1)/2 shifts that correspond to
s =1,%t=0 when n is odd. In summary, we have the following.

Proposition 6.1 Suppose f(x) = Trg(xC/Q) and g(x) = Tri(z¢) with c = 1+p*, e/ ged(e, £) odd, and n odd.
Then |Os (1) + 1| is ¢ +tV/2 for ¢"=2 + e¢\"~1/2 walues of 7. For the remaining shifts, |Og () + 1| is
bounded by ¢"/2.

On the other hand, if we let e/ gcd(e, £) be even, and take g(x) = T'ri(cx® — mr), then the sum in case
two is , , L ,
S FP@?/s)Gv—t) =) (T =)ot P (ot (o) —myot(m—t 7))

v

By observing that we can choose o so the GF(p)-linear transformation on GF(q) taking ¢ to ot? + (at)pc_z is
singular, we see that m can be chosen so that when s’ = 1, the resulting linear function is not identically zero
for any fixed t. We lose a little — the quadratic form now has rank e — 2 gcd(e, £) for (p¢ — 1)/(p°d(¢:9) 4+ 1)
values of s. This rank is maximized at e — 2 by taking e even and gcd(e,#) = 1. Similar considerations as
above lead to the following.

Proposition 6.2 Suppose f(x) = Tri(z/?) and g(x) = Tri(ocx® —wx) with c = 1+ p", e even, ged(e, £) =1,

n odd, and ¢ and w chosen so ot?" + (at)pefZ — 7 is never zero. Then |Os 1(7) + 1| is at most pg™/?.

7 Example: Cascaded GMW Sequences

The idea of iterating the type of function used as a feedforward function for GMW sequences has been studied
by several authors [1, 8] in the case where the characteristic of the underlying fields is two. The sequences that
arise tend to have very large linear spans (due to all the exponentiation) and sometimes have computable,
and small, cross-correlations. In this section we use our results on cross-correlations of geometric sequences
recursively to compute the cross-correlations of certain cascaded GMW sequences in odd characteristic. We
first recall the definitions. Cascaded GMW sequences can be defined for more general exponents, but the
conditions we impose are necessary to be able to apply the results of this paper.

Let p be an odd prime, let ni,---,n; be odd positive integers, and define inductively: ¢; = p, and
gj+1 = q;”. Thus we have a tower of Galois fields

GF(q1) CGF(q2) €+ C GF(q1) € GF(gt41)-

Let ¢4,---,¢; and 41, - --,i; be positive integers satisfying
g7 +1 |
ged @T;%‘-H—l =1 forj=1,---,¢t.

11



We define functions h;(u) and h(u) from GF(g;) to GF(p) inductively as follows. Let hy(u) = h}(u) = u,
and

hj+1(u) = hj(TTg§+1(u£j(q;j+1)/2))
h;Jrl(u) = h;,(Trg:"]:+l<u€j)).

for j =1,---,t — 1. Observe that by the hyptotheses on the ¢; and 4;, the functions h; and h; are balanced.
Finally, we let

fira(w) = hy(Trin (uq;j +1))
gi+1(u) = R(Tri(u)),
for j=1,---,t. Let S/ and T/ be geometric sequences whose ith elements are f;(a’) and g;(a?), respectively,

for some fixed primitive element o € GF(g;) (j = 2,---,¢t+ 1). To find the cross-correlations of S/ and T’
we first need a lemma. For simplicity we let H,(u) = ¢"®) and Hi(u) = ¢ Also let kj = q” + 1.

Lemma 7.1 For any j, we have ), n(u)H;(u) = iql/Q

Proof: The proof is by induction on j. In general we have
D o n(wH,(u) =Y H;(u?)

For j =1, thisis ), (“2 which can be seen to be p!/? by using addition formulas for trigonometric functions.
For j > 1, we have

> Hi) = Hja(Trg_ (ot
uEGF(q5) ueGF(q5)
= > Hia(Trg @)
u€GF(q;)
= X HuTrg M) = vlH ()
’UEGF( qj— 1)
ni_1—1)/2
= "N ) H ()
vEGF (qj-1)
= (”J 1= 1)/2qj1/21
_ 1/2
= :I:qj .
O
1/2

Proposition 7.2 For any j > 2, we have Og; (1) +1 = +q;

Proof: The cross-correlations are determined by Theorem 2.5, with 6 = p = 0. The result in case (1) of the
theorem follows from Lemma 7.1. We prove case (2) by induction. For j = 2 this becomes

n1 1)/ Z Cuz/s u

u€GF(p)

12



for some s # 0 € GF(p). After completing the square, we see that this sum equals £p'/?

for some s # 0 € GF(g;-1),

. For j > 2 we have,

nj_1—1)/2 nj-1—1)/2
70N Ha(s ) = 2 T Os () 1)
w€GF(qj-1)
nj_1—1)/2
_ :I:q§_J11 )/ qj1£21

J
O

Thus the cross-correlations of such a pair of sequences essentially the square root of the period. This is in
contrast to the characteristic zero case where the best we can do for cross-correlations of this type is a factor

of V2 larger.

8 Conclusions

We have introduced a general class of easily generated binary sequences based on combinations of shift regis-
ter sequences over an odd characteristic finite field with nonlinear feedforward functions. We have exhibited
formulas for the cross-correlation of these sequences with standard geometric sequences in terms of the feed-
forward functions. The bounds given show that for quite general sequences of this type the cross-correlations
are close to optimal. We have shown that in specific cases this allows us to construct pairs of sequences whose
cross-correlations are all essentially the square root of the period. Furthermore, these sequences have larger
linear span than many other sequences whose correlation properties are known.

We have not computed the cross-correlation of a pair of generalized geometric sequences, or even their
autocorrelation functions. Using the approach taken here, this problem leads to the computation of the
number of solutions to pairs of quadratic equations. In general this is a hard problem, but in this case there
is some hope that the special form of the equations will make it tractable — the equations come from a single
quadratic polynomial over GF(¢™), with the variable multiplied by a constant.

Even more general geometric sequences can be considered, say by applying a feedforward function to an
arbitrary linear combination of decimations of m-sequences. It is unlikely that much can be said in general
about the cross-correlations of such sequences, but there may be other special cases (e.g., particular decima-
tions) which can be approached by the techniques used here. In general the more complex the underlying
modified m-sequence, the higher the linear span.
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