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Abstract. We propose various models for lobbying in a probabilistigiem-
ment, in which an actor (called “The Lobby") seeks to influetize voters’ pref-
erences of voting for or against multiple issues when thergbpreferences are
represented in terms of probabilities. In particular, wevjiie two evaluation
criteria and three bribery methods to formally describes¢heodels, and we
consider the resulting forms of lobbying with and withowglie weighting. We
provide a formal analysis for these problems of lobbying ist@chastic envi-
ronment, and determine their classical and parameterinatplexity depend-
ing on the given bribery/evaluation criteria. Specificallye show that some
of these problems can be solved in polynomial time, some d&@edinplete
but fixed-parameter tractable, and some arf@]Womplete. Finally, we provide
(in)approximability results.

1 Introduction

In the American political system, laws are passed by eleafftzials who are supposed
to represent their constituency. Many factors can affe@paasentative’s vote on a
particular issue: a representative’s personal beliefsitethe issue, campaign contribu-
tions, communications from constituents, communicatfoos potential donors, and
the representative’s own expectations of further contidims and political support.

Itis a complicated process to reason about. Earlier worlsicened the problem of
meting out contributions to representatives in order ts@aset of laws or influence
a set of votes. However, the earlier computational compjlexork on this problem
made the assumption that a politician who accepts a cotitibwill in fact—if the
contribution meets a given threshold—vote according tontishes of the donor.

It is said that “An honest politician is one who stays bougdhit that does not take
into account the ongoing pressures from personal conmistimd opposing lobbyists
and donors. We consider the problem of influencing a set afsvahder the assump-
tion that we can influence only th@obability that the politician votes as we desire.
The methods for exerting influence on the voters is discusstte section on bribery
criteria while the notion of sufficient influence for a voterdiscussed in the section on
evaluation criteria.

* Supported in part by DFG grants RO 1202/11-1 and RO 1202/1BelEuropean Science
Foundation’s EUROCORES program LogICCC, the Alexander Mamboldt Foundation’s
TransCoop program, and NSF grant ITR-0325063.



Lobbying has been studied formally by economists, compdientists, and special
interest groups since at least 1983/[13] and as an extertssfomhal game theory since
1944 [15]. Each discipline has considered mostly disjosmtezts of the process while
seeking to accomplish distinct goals with their respedibrenal models. Economists
have formalized models and studied them as “economic gaasedefined by von Neu-
mann and Morgensterf [I15]. This analysis is focused on iegimow these complex
systems work and deducing optimal strategies for winnirgabmpetitions{[13]L}2].
This work has also focused on how to “rig” a vote and how toroptly dispense the
funds among the various individuald [1]. Economists arergdted in finding effective
and efficient bribery schemesd [1] as well as determinindesgias for instances of two
or more players’JL,13,2]. Generally, they reduce the probdé finding an effective
lobbying strategy to one of finding a winning strategy for #pecific type of game.
Economists have also formalized this problem for briberstesms in both the United
States[[1B] and the European Uniah [6].

In the emerging field of computational social choice, votmgl preference aggre-
gation are studied from a computational perspective, withadicular focus on the
complexity of winner determination, manipulation, proaeal control, and bribery in
elections (see, e.g., the survely [9] and the referencesbtbiteein), and also with respect
to lobbying in the context of direct democracy where votertgwon multiple referenda.
In particular, Christian et al[]5] show that “Optimal Lokibg” (OL) is complete for
the (parameterized) complexity clasg2V The OL problem is a deterministic and non-
weighted version of the problems that we present in this p&amdholm noted that the
“Optimal Weighted Lobbying” (OWL) problem, which allowsftérent voters to have
different prices, can be expressed as and solved via thar{pmulti-unit combinatorial
reverse auction winner-determination problem” ($eé [14])

We extend the models of lobbying, and provide algorithms amalysis for these
extended models in terms of classical and parameterizegleaity. Our problems are
still related to the reverse auction winner-determinapooblem—in particular, our
extensions of the optimal lobbying problem allow the setlerexpress desire over
the objects, thus crucially changing the original problemboth the economic and
complexity-theoretic senses. This change is a result ghtbleabilistic modeling of the
seller’s reaction to the bribery. We also show novel comjiutal and algorithmic ap-
proaches to these new problems. In this way we add breadtteptt to not only the
models but also the understanding of lobbying behavior.

2 Modelsfor Probabilistic L obbying

2.1 [Initial Mod€

We begin with a simplistic version of theRBBABILISTIC LOBBYING PROBLEM (PLP,
for short), in which voters start with initial probabiliseof voting for an issue and are
assigned known costs for increasing their probabilitiesafng according to “The
Lobby’s” agenda by each of a finite set of increments.

The question, for this class of problems, is: Given the aliiegmation, along with
an agenda and a fixed buddgtcan The Lobby target its bribes in order to achieve its



agenda? The complexity of the problem seems to hinge on tidaation criterion for
what it means to “win a vote” or “achieve an agenda.” We dis¢hs possible interpre-
tations of evaluation and bribery later in this sectionstihowever, we will formalize
the problem by defining data objects needed to representdiidem instances.

Let Q[Bfl]r‘ denote the set ahxn matrices ove|o ;) (the rational numbers in the

interval [0,1]). We sayP € F(‘)Xl? is a probability matrix (of sizanxn), where each
entry p; j of P gives the probability that voter will vote “yes” for referendum (syn-
onymously, for issuey);. The result of a vote can be either a “yes” (represented by 1) o
a “no” (represented by 0). Thus, we can represent the rekaityovote on all issues as

a 0/1 vectorX = (x1,X, .. .,Xn), Which is sometimes also denoted as a stringirl}".

We now associate with each p&i,r;) of voter/issue, a discrete price functior)
for changingvi's probability of voting “yes” for issuej. Intuitively, ¢ j gives the cost
for The Lobby of raising or lowering (in discrete steps) tte voter’s probability of
voting “yes” on thejth issue. A formal description is as follows.

Given the entriep; ; = a.i/b; ; of a probability matrixP € QFSE?, choose somke N
such thak + 1 is a common multiple of alb; j, where 1<i <mand 1< j <n, and
partition the probability interval0, 1] into k+ 1 steps of sizé/(x+1) each. For each
ie{1,2,....omiandje{1,2,...,n}, ¢ :{0,Y(k+1),%(k+1),...,K(k+1),1} — Nis the
(discrete) price function forip, i.e.,ci j (¢/(k+1)) is the price for changing the probability
of theith voter voting “yes” on thgth issue fromp; j to ¢/(k+1), where 0< ¢ < k+ 1.
Note that the domain af; j consists ok + 2 elements of)|q 1) including 0,p; j, and 1.
In particular, we require; j(pi j) = 0, i.e., a cost of zero is associated with leaving the
initial probability of voterv; voting on issue; unchanged. Note that= 0 meang; j €
{0,1}, i.e., in this case each voter either accepts or rejectsissigh with certainty and
The Lobby can only flip these resuftsThe image of; j consists ok + 2 nonnegative
integers including 0, and we require that, for any two eletsiarb in the domain ot j,
if pj<a<borpj>a>b,thenc (a) <c;(b). This guarantees monotonicity on
the prices.

We represent the list of price functions associated withadability matrixP as a
tableCp whosem- n rows give the price functiong j and whose&k+ 2 columns give
the costs;; j(¢/(k+1)), where 0< ¢ < k+ 1. Note that we choose the sakfor eachg, j,
so we have the same number of columns in each ro@o0fThe entries oCp can be
thought of as “price tags” that The Lobby must pay in ordertange the probabilities
of voting.

The Lobby also has an integer-valued budgiend an “agenda,” which we will de-
note as a vectd € {0,1}", wheren is the number of issues, containing the outcomes
The Lobby would like to see on the corresponding issues. irgplEity, we may as-
sume that The Lobby’s agenda is all “yes” votes, so the targetor isZ = 1". This
assumption can be made without loss of generality, sindeeifetis a zero iZ at po-
sition j, we can flip this zero to one and also change the correspomdoizabilities
PLj,P2j,---,Pmj inthejth columnofPto 1—p1j,1—p2j,...,1— pmj (see the eval-
uation criteria in Sectiofi2.3 for how to determine the rest¥oting on a referendum).

4 This is the special case of Optimal Lobbying.



Example 1.We create a problem instance wkh= 9, m= 2 (humber of voters), and
n = 3 (number of issues). We will use this as a running exampleherrest of this
paper. In addition to the above definitions form, andn, we also give the following
matrix for P. (Note that this example is normalized for an agend@ ef 12, which
is why The Lobby has no incentive for lowering the acceptarobabilities, so those
costs are omitted below.)

Our example consists of a probability matRx

| [ra]ra]rs]
v1]0.80.3[0.5
v2[0.2(0.7]0.4

and the corresponding cost mat@ix:

|cij [0.0]0.1]0.2]0.3]0.4]0.5]0.6[0.7]0.8]0.9]1.0|

c1|-—-+—-|-—--—}—-|-—|-—-—1| 0100|140
C12|—-—|—|—-—| 0| 10| 70|100|140{310{520|600
C3l-—|-—|—|-—|—| 0] 15| 25| 70| 90{150
Cc1ll—-—F—|—-—|——1| 0} 30| 40| 70{120{200{270
c2|-—t-—|-—-—}—-|-—|—-—| 0] 10| 40| 90
C23||-—|-—|-—|-—| 0| 70| 90{100{180{300{450

In SectioZR, we describe three bribery methods, i.eegtbpecific ways in which
The Lobby can influence the voters. These will be referredst®ai € {1,2,3}. In
addition to the three bribery methods described in SeEii@dnvee also define two ways
in which The Lobby can win a set of votes. These evaluatioreia are defined in
SectiorlZB and will be referred to ag,G € {1,2}. They are important because votes
counted in different ways can result in different outcomepeahding on voting and
evaluation systems (cf. Myerson and Wellel [11]).

We now introduce the six basic problems that we will study. iFe {1,2,3} and
i €{1,2}, we define:

Name: Bj-Cj PROBABILISTIC LOBBYING PROBLEM (B;-C;-PLP, for short).

Given: A probability matrixP € QFSE? with tableCp of price functions, a target vector
Z € {0,1}", and a budgeB.

Question: Is there a way for The Lobby to influen&e(using bribery method Band
evaluation criterion ¢ without exceeding budgdd) such that the result of the
votes on all issues equal®

2.2 Bribery Methods

We begin by first formalizing the bribery methods by which Ttebby can influence
votes on issues. We will define three methods for donatirgytigney.



Microbribery (B;) The first method at the disposal of The Lobby is what we will
call microbribery. We define microbribery to be the editing of individual elerseof
the P matrix according to the costs in ti& matrix. Thus The Lobby picks not only
which voter to influence but also which issue to influence fat tvoter. This bribery
method allows the most flexible version of bribery, and megeivate donations made
to candidates in support of specific issues.

Issue Bribery (B2) The second method at the disposal of The Lobkigsse bribery
We can see from thE matrix that each column represents how the voters thinktedoou
particular issue. In this method of bribery, The Lobby catk@ column of the matrix
and edit it according to some budget. The money will be eguhditributed among all
the voters and the voter probabilities will move accordingb, ford dollars each voter
receives a fraction of/mand their probability of voting “yes” changes accordinglkis
can be thought of as special-interest group donations.i&paterest groups such as
PETA focus on issues and dispense their funds across arrabee than by voter. The
bribery could be funneled through such groups.

Voter Bribery (B3) The third and final method at the disposal of The Lobbyadger
bribery. We can see from thié matrix that each row represents what an individual voter
thinks about all the issues on the docket. In this methodibEby, The Lobby picks a
voter and then pays to edit the entire row at once with thedileihg equally distributed
over all the issues. So, fardollars a fraction of/nis spent on each issue, which moves
accordingly. The cost of moving the voter is generated uie@Cp matrix as before.
This method of bribery is analogous to “buying” or pushingreyke politician or voter.
The Lobby seeks to donate so much money to an individual Hiogethe or she has no
choice but to move his or her votes toward The Lobby’s agenda.

2.3 Evaluation Criteria

Defining criteria for how an issue is won is the next importstep in formalizing our

models. Here we define two methods that one could use to ¢gahm eventual out-
come of a vote. Since we are focusing on problems that areapiiidiic in nature, it

is important to note that no evaluation criteria will guaesna win. The criteria below
yield different outcomes depending on the model and prolistance.

Strict Majority (C1) For each issue, a strict majority of the individual voterseha
probability at least some threshotdpf voting according to the agenda. In our running
example (see Examd& 1), with= 50%, the result of the votes would be= (0,0,0),
because none of the issues has a strict majority of votehsakibve 50% likelihood of
voting according to the agenda.

Average Majority (C,) For each issue,;, of a given probability matri®, we define:
Pj = (3M1pi5)/m. We can now evaluate the vote to say thais accepted if and only if
Pj > t wheret is some threshold. This would, in our running example, with50%,
give us a result vector of = (1,0,0).



2.4 |ssueWeighting

Our modification to the model will bring in the concept of issweighting. It is rea-
sonable to surmise that certain issues will be of more ingmoe to The Lobby than
others. For this reason we will allow The Lobby to specifyfégweights to the issues
that they deem more important. These weights will be defineddch issue.

We will specify these weights as a vect € Z" with size n equal to the total
number of issues in our problem instance. The higher thehiglje more important
that particular issue is to The Lobby. Along with the weigiaiseach issue we are also
given an objective valu® € Z* which is the minimum weight The Lobby wants to see
passed. Since this is a partial ordering, it is possible far Lobby to have an ordering
such asw; =w, = --- = Wp. If this is the case, we see that we are left with an instance
of Bi-Cj-PLP.

We now introduce the six probabilistic lobbying problemghwssue weighting. For
i €{1,2,3} andj € {1,2}, we define:

Name: Bj-Cj-PROBABILISTIC LOBBYING PROBLEM WITH |SSUEWEIGHTING (B;-
C;j-PLP-WIW, for short).

Given: A probability matrixP e [rgxl? with tableCp of price functions and a lobby
target vectoZ € {0,1}", a lobby weight vectoW < Z", an objective valu® € Z™,
and a budgeB.

Question: Is there a way for The Lobby to influen&e(using bribery method Band
evaluation criterion ¢ without exceeding budg®) such that the total weight of
all issues for which the result coincides with The Lobby'sy& vectorZ is at
leastO?

3 Complexity-Theoretic Notions

We assume the reader is familiar with standard notions aséital) complexity theory,
such as P, NP, and NP-completeness. Since we analyze tHerpsxtated in Sectid 2
not only in terms of their classical complexity, but alsolwiegard to theiparameter-
izedcomplexity, we provide some basic notions here (see, eayvngy and Fellows]7]
for more background). As we derive our results in a rathecifipdashion, we will em-
ploy the “Turing way” as proposed by Cesdti [4].

A parameterized problen# is a subset 0 xN, whereZ is a fixed alphabet and
N is the set of nonnegative integers. Each instance of thenesized problens”’ is a
pair (1,k), where the second componéxis called theparameter The languagé(&#?)
is the set of allYES instances of#?. The parameterized probles# is fixed-parameter
tractableif there is an algorithm (realizable by a deterministic Tigrimachine) that
decides whether an inpyt,k) is a member oL (£?) in time f(k)|I|¢, wherec is a
fixed constant and is a function whose argumekis independent of the overall input
length,|l|. The class of all fixed-parameter tractable problems is tehoy FPT.

There is also a theory of parameterized hardness (see[#)gmost notably the
WI[t] hierarchy, which complements fixed-parameter tractgbfPT= W[0] C W[1] C
WI2] C ---. Itis commonly believed that this hierarchy is strict. Otiie second level,
W(2], will be of interest to us in this paper (see, e/d., [7] for definition).



Table 1. Complexity results for BC;j-PLP

Bribery Evaluation Criterion
Criterion Cy | C,
B1 P P
B> P P
B3 (|W[2]-completeW[2]-complete

The complexity of a classical problem depends on the choseangeterization.
For problems that involve a budgBte N (and hence can be viewed as minimization
problems), the most obvious parameterization would be iengoudget boun@. In
this sense, we state parameterized results in this papenirer applications of fixed-
parameter tractability and parameterized complexity tibjgms from computational
social choice, see, e.d.,]10].)

4 Classical Complexity Results

We now provide a formal complexity analysis of the probatiiti lobbying problems
for all combinations of evaluation criteria and bribery hds.

Table[1 summarizes our results for-Bj-PLP,i € {1,2,3} andj € {1,2}. Some of
these results are known from previous work by Christian.dbglas will be mentioned
below. In this sense, our results generalize the resuli§]dfyf extending the model to
probabilistic settings.

4.1 Microbribery
The following result can be easily seen.
Theorem 1. B1-C1-PLPisinP.

The complexity of microbribery with evaluation criterion @& somewhat harder to
determine. We use the following auxiliary problem. Herschedule $f g jobs (on a
single machine) is a sequengg, ..., Jjq) such that ) = Jy impliesr = s. Thecost
of schedule $ ¢(S) = 22:1 c(Jiw))- Sis said torespect the precedence constraiafs
graphG if for every (path)-componem® = Ji 1,...,J i) and for eactk with 2 < k <
p(i), we have: If; x occurs in the schedulgthenJ; 1 occurs inSbeforel; .

Name: PATH SCHEDULE

Given: A setV ={Ji,...,Jn} of jobs, a directed grap@ = (V,A) consisting of pair-
wise disjoint path#, ..., P, two number€, g € N, and a cost function:V — N.

Question: Can we find a schedulk ), ...,Jq of g jobs of cost at mosE respecting
the precedence constraints@?

PATH SCHEDULE is in P by dynamic programming. Then we show how to reduce
B1-C,-PLP to RTH SCHEDULE, which implies that B-C,-PLP is in P as well.



Table 2. Complexity results for BCj-PLP-WIW

Bribery Evaluation Criterion

Criterion| Cy | C,
B; ||[NP-compl., FPTNP-compl., FPT
B, NP-compl., FPINP-compl., FPT
B3 W/[2]-complete| W[2]-complete

Lemmal. PATH SCHEDULEIs in P.
Theorem 2. B1-Co-PLPisinP.

Proof. Let (P,Cp,Z,B) be a given B-C,-PLP instance, wherB ¢ Q[rgfl]r‘, Cpisa
table of price functionsZ € {0,1}" is The Lobby’s target vector, ari8l is its budget.
Forje{1,2,...,n}, letd; be the minimum cost for The Lobby to bring referendym
into line with the jth entry of its target vector. If 2?:1dj < B then The Lobby can
achieve its goal that the votes on all issues equalVe now focus on the first task.
For everyrj, create an equivalentaPH SCHEDULING instance. First, compute fof
the minimum numbeb; of bribery steps needed to achieve The Lobby’s goafjon
That is, choose the smalldste N such thapj + bj/(k+1)m > t. Now, for every votew;,
derive a pattR® from the price functiort; j. Lets, 0 < s< k+1, be minimum with the
propertyc; j(S) € N.o. Then create a patR = ps,..., px+1, Wherepy, represents the
hth entry ofc; j (viewed as a vector). Assign the caspn) = ¢ j(h) —¢i j(h—1) to py.
Observe that(pr) represents the cost of raising the probability of votings'ygom
(h—1)/(k+1) to b/(k+1). In order to do so, we must have reached an acceptance plibbabi
of (h—1)/(k+1) first. Now, let the number of jobs to be scheduledheNote that one can
takeb; bribery steps at the cost o dollars if and only if one can schedulg jobs
with a cost ofdj. Hence, we can decide whether or iB{Cp,Z,B) is in B1-C,-PLP
by using Lemmal1. O

4.2 lIssueBribery
A greedy strategy succeeds for proving:

Theorem 3. Bo-C;-PLPandB,-C,-PLPare inP.

4.3 Probabilistic L obbying with I ssue Weighting

Table[2 summarizes our results for-Bj-PLP-WIW, i € {1,2,3} andj € {1,2}. The
most interesting observation is that introducing issuegivsi raises the complexity
from P to NP-completeness for all cases of microbribery asde bribery by using
KNAPSACK in the reduction (though it remains the same for voter byipédonethe-
less, we show later as TheorEn 6 that these NP-completegmnsizre fixed-parameter
tractable.

Theorem 4. Fori, j € {1,2}, B{-C;-PLP-WIWis NP-complete.



5 Parameterized Complexity Results

5.1 Voter Bribery

Christian et al.[[5] proved that the following problem is[2¢complete. We state this
problem here as is common in parameterized complexity:

Name: OPTIMAL LOBBYING (OL, for short).

Given: An mxn matrix E and a 0'1 vectorZ of lengthn. Each row ofE represents a
voter. Each column represents an issue in the election. &tterZ represents The
Lobby’s target outcome.

Parameter: A positive integeik (representing the number of voters to be influenced).

Question: Is there a choice dfrows of the matrix (i.e., ok voters) that can be changed
such that in each column of the resulting matrix (i.e., farteiasue) a majority vote
yields the outcome targeted by The Lobby?

Christian et al.[[b] proved this problem to be[®)tcomplete by a reduction from
k-DOMINATING SET to OL (showing the lower bound) and from OL toiDEPEN-
DENT-k-DOMINATING SET (showing the upper bound). To employ thd2Vhardness
result of Christian et al[]5], we show that OL is a specialeca$ B3-C,-PLP and
thus (parameterized) polynomial-time reduces 8@ -PLP. The “Turing” approach
suggested by Cesafil[4] shows membership if2WAnalogous arguments apply to
B3-C,-PLP.

Theorem 5. For j € {1,2}, B3-C;-PLP (parameterized by the budget) W&/[2]-
complete.

5.2 Probabilistic Lobbying with Issue Weighting

Recall from Theorenfl4 that ;BCj-PLP-WIW, wherei,j € {1,2}, is NP-hard.
Theorenib says that each of these problems is fixed-paratretable when parame-
terized by the budget, usingNAPSACK again.

Theorem 6. For i, € {1,2}, B;-C;-PLP-WIW (parameterized by the budget) is in
FPT.

Voter bribery with issue weighting remains[#}-complete for both evaluation cri-
teria; the membership proof is somewhat more involved tharohe in the unweighted
case.

Theorem 7. For j € {1,2}, B3-Cj-PLP-WIW (parameterized by the budget)Wg[2]-
complete.



6 Approximability

As seen in TableEl 1 arfld 2, many problem variants of prob&bilsbbying are NP-
complete. Hence, it is interesting to study them not onlyfithe viewpoint of param-
eterized complexity, but also from the viewpoint of approability.

The budget constraint on the bribery problems studied sgifes rise to natural
minimization problems: Try to minimize the amount spent dbibg. For clarity, let us
denote these minimization problems by prefixing the probteme with MIN, leading
to, e.g., MIN-OL.

The already mentioned reduction of Christian et [al. [5] t(theoved that OL is
W([2]-hard) is parameter-preserving (regarding the budgefiiriher has the property
that a possible solution found in the OL instance can be terjineted as a solution
to the DOMININATING SET instance the reduction started with, and the OL solution
and the DOMININATING SET solution are of the same size. This in particular means
that inapproximability results for DMININATING SET transfer to inapproximability
results for OL. Similar observations are true for the irgktion of 1T CovER and
DOMINATING SET, as well as for OL and BC;-PLP-WIW (or B3-C,-PLP-WIW).

The known inapproximability resultsl[3,12] fole$ CoVvER hence give the follow-
ing result (see also Footnote 4 In[14]).

Theorem 8. There is a constant & 0 such thatMIN -OL is not approximable within
factor c-log(n) unlessNP ¢ DTIME (n'°9'°9")), where n denotes the number of issues.

Since OL can be viewed as a special case of botgtCBPLP and
B3-Ci-PLP-WIW fori € {1,2}, we have the following corollary.

Corollary 1. Fori € {1,2}, there is a constant¢c> O such that bottMIN -B3-C;-PLP
andMIN-B3-Ci-PLP-WIW are not approximable within factof dog(n) unlessNP C
DTIME (n'°9'°9M) 'where n denotes the number of issues.

A cover number @) is associated with each isstg indicating by how many lev-
els voters must raise their acceptance probabilities ierdmarrive at average majority
for rj. The cover numbers can be computed beforehand for a givemies Then, we
can also associate cover numbers to sets of issues (by sionjnathich finally leads
to the cover numbeX = y_, c(rj) of the whole instance.

When we interpret an OL instance as g 8,-PLP instance, the cover number of
that resulting instance equals the number of issues, asguthmt the votes for all issues
need amendment. Thus we have the following corollary:

Corollary 2. Thereis a constants 0such thaMIN -B3-C,-PLPis not approximable
within factor c-log(N) unlessNP ¢ DTIME (N'°9'°9N)) 'where N is the cover number
of the given instance. A fortiori, the same statement haldsN -B3-Co-PLP-WIW.

LetH denote the harmonic sum function, i.l.(r) = ¥{_; Y. Itis well known that
H(r) = O(log(r)). More precisely, it is known that

[Inr] <H(r) <|Inr]+1.

We show the following theorem by providing and analyzingeegly approximation
algorithm.
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Theorem 9. MIN-B3-C,-PLP can be approximated within a factor df(N) + 1,
where N is the cover number of the given instance.

In the strict-majority scenario, cover numbers would hawdfierent meaning—
we thus call thenstrict cover numberd-or each referendum, the corresponding strict
cover number tells in advance how many voters have to chéegredpinions (bringing
them individually over the given threshdigto accept this referendum. The strict cover
number of a problem instance is the sum of the strict coverharmof all given issues.

Theorem 10. MIN-B3-C3-PLP can be approximated within a factor &d(N) + 1,
where N is the strict cover number of the given instance.

Note that this result is in some sense stronger than Thedr@vhigh refers to the
average-majority scenario), since the cover number of stamte could be larger than
the strict cover number.

This approximation result is complemented by a correspandardness result.

Corollary 3. There is a constant & 0 such thatMIN-B3-C;-PLP is not approx-
imable within factor clog(N) unlessNP ¢ DTIME (N'°9'09N)) ‘where N is the strict
cover number of the given instance. A fortiori, the sameestant holds foMIN -
B3-Ci-PLP-WIW.

Unfortunately, those greedy algorithms do not (immedjatelansfer to the case
when issue weights are allowed.

7 Conclusions

We have studied six lobbying scenarios in a probabilistitregg both with and with-
out issue weights. Among the twelve problems studied, wetified those that can be
solved in polynomial time, those that are NP-complete yetdiparameter tractable,
and those that are hard (namely[2Mcomplete) in terms of their parameterized com-
plexity with suitable parameters. It would be interestingstudy these problems in
different parameterizations. Finally, we investigateel #ipproximability of hard prob-
abilistic lobbying problems (without issue weights) andaded both approximation
and inapproximability results. A number of related resals be found in the full
version [8]. An interesting open question is whether one fiah logarithmic-factor
approximations for voter bribery with issue weights.
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