Logic programming with costs

Victor W. Marek
Mirosław Truszczynski
Department of Computer Science
University of Kentucky
Lexington, KY 40506-0027
{marek,mirek}@cs.engr.uky.edu

Fax: (606)-323-1971
Phone: (606)-257-3961

Abstract

We investigate logic programs whose rules are assigned nonnegative real numbers. These numbers are interpreted as the costs of applying rules. There are several ways in which these costs can be interpreted. In the paper, two such interpretations are discussed in detail. They are referred to as no-reusability and reusability interpretations. The former requires that an atom be paid for each time it appears in the body of a rule that fires. In the latter, once an atom is derived (and the cost of its derivation is covered), it can be used for free in the future.

We show that under the first interpretation, weighted logic programming has several useful properties. In the finite case, it is computationally tractable and there are polynomial time algorithms for computing lowest costs of deriving atoms. Moreover, several basic concepts of logic programming, including resolution and one-step provability operator, can be generalized to weighted logic programming with the no-reusability interpretation of costs. In contrast, for the second interpretation, the problem of computing lowest costs of deriving atoms from finite weighted programs under the reusability interpretation is NP-complete. In addition, logic characterizations of the lowest costs of deriving atoms and sets of atoms require more complex notions.

In the paper, we also discuss yet another interpretation of costs (as time). We show that under this interpretation weighted logic programming is equivalent to the system proposed by van Emden to incorporate confidence factors into logic programs.
1 Introduction

Logic programming is a paradigm in which declarative aspects of first-order logic are combined with corresponding provability techniques into an effective programming environment. Programs are not necessarily encodings of specific algorithms to solve a problem at hand. Rather, they consist of rules that describe relevant information. The semantics (meaning) of such programs is described by Herbrand interpretations of some first order theories. General reasoning (provability) techniques provide a computational mechanism to check whether a given atom follows from the program or not.

Computing with a logic program means finding atoms entailed by it. In this context, programs consisting of rules without negation in the body, the so called Horn or definite programs [Llo84], are especially well understood. The main issue is to decide whether an atom is a consequence of a program. For Horn programs, characterizations of collections of atoms that are implied by a program are well-known. They refer to the notion of the least Herbrand model and least fixpoint of the one-step provability operator. Furthermore, algorithmic methods, based on the resolution technique, to process queries to Horn programs are known, too.

In this paper we investigate an extension of (Horn) logic programming in which we not only want to know whether an atom can be derived from a program. We are also interested in the cost of derivation.

Assume that you are planning to acquire a bicycle. You have the following information:

1. A bicycle can be purchased for $108.95

2. A bicycle can be assembled by a mechanic from two kits: kit1 and kit2. The mechanic charges $50.00 for labor. The first of the two kits, kit1, is available and costs $49.99

3. You can assemble the bicycle yourself. Your time is worth $5.45/hour (minimum wage) and it takes approximately an hour to assemble the bike once you have the following main parts: frame, back wheel and front wheel. Back wheel is put together in 2 hours from wheel frame, a tire and a brake. Front wheel requires the same parts and the same amount of time to assemble. Wheel frame costs $14.95, a tire $8.99, and a brake $6.99. The frame costs $29.99.

If we disregard the costs, we can formalize this information by a logic program as follows:

(1) bicycle ←
(2) bicycle ← kit1, kit2
(3) kit1 ←
(4) bicycle ← frame, frontWheel, backWheel
(5) backWheel ← wheelFrame, tire, brake
(6) frontWheel ← wheelFrame, tire, brake
(7) frame ←
The program implies that a bicycle can be acquired. In fact, there are two ways to accomplish this. The first of them uses rule (1). The other one uses rules (4) - (10). Rule (2) cannot be used to acquire the bicycle as \( kit2 \) is not available (cannot be proved from the program).

Let us now consider the costs. Clearly, the first way of acquiring the bicycle requires at least $108.95. The attempt to use clause (2) fails as there is no way to acquire \( kit2 \), no matter how much resources we have available. Finally, acquiring the bicycle by means of rules (4) - (10) costs $119.10. Indeed, each of the wheels costs $41.83 (parts - $30.93, labor - $10.90). The frame costs $29.99. The cost of labor to assemble the wheels and the frame into a bike is $5.45.

The reasoning about costs is not possible within the logic programming formalization of the problem that is given above. The costs are simply not represented. In this paper we study weighted logic programs in which every rule is assigned a non-negative real number. This number, called the weight or cost of a rule, is interpreted as the cost of applying this rule. In particular, we will formalize our bicycle example as the following weighted logic program:

\[
\begin{align*}
(1) & \quad \text{bicycle} \leftarrow \text{frame, frontWheel, backWheel} \\
(2) & \quad \text{bicycle} \leftarrow \text{kit1, kit2} \\
(3) & \quad \text{kit1} \leftarrow \\
(4) & \quad \text{bicycle} \leftarrow \text{frame, frontWheel, backWheel} \\
(5) & \quad \text{frontWheel} \leftarrow \text{wheelFrame, tire, brake} \\
(6) & \quad \text{backWheel} \leftarrow \text{wheelFrame, tire, brake} \\
(7) & \quad \text{frame} \leftarrow \\
(8) & \quad \text{wheelFrame} \leftarrow \\
(9) & \quad \text{tire} \leftarrow \\
(10) & \quad \text{brake} \leftarrow 
\end{align*}
\]

In the paper, we will introduce the notion of derivation from a weighted program. It is a generalization of the notion of a derivation in the standard case (no costs). We will study the properties of derivations, in particular, their costs. Of main interest to us will be the problem of computing the lowest costs of deriving an atom or a set of atoms. We will consider both the case of finite propositional programs and the case of predicate programs.

It turns out that there are several ways to define the cost of a derivation from a collection of weighted rules and they lead to different results. Consider the following set of rules:
To compute $a$, one needs to compute $c$. Hence, the cost of computing $a$ is 4. Assume that in addition to computing $a$ we want to compute $b$. The key question is: do we need to compute $c$ again? In the case when weighted rules model production processes (like in our bicycle example), another copy of $c$ is needed in order to obtain $b$. Hence we need to compute it from scratch and pay for it. There are, however, other possibilities. For instance, an auxiliary result can be used in a mathematical proof as many times as necessary, without the need to re-derive it. Similarly, when describing a design of a complex object, each part needs to be designed once, independently of the number of times it actually appears as a component. If rules (a) - (c) model a structure of a design, there is no need to pay for the derivation of $c$ again. Coming back to our bicycle example, if the goal is to develop a design of a bike, rules (5) - (11) can be used to this end. However, costs have to be interpreted differently. Once a wheel frame is designed for the front wheel (and we paid for the design), the same design can be used in the design of the back wheel with no need to pay for it again.

Similar distinctions can be made when considering the following two rules:

\[
\begin{align*}
\text{(d)} & \quad a \leftarrow d, d \\
\text{(e)} & \quad d \leftarrow .
\end{align*}
\]

Assume that these rules describe how an item can be obtained from other items. Under the “design interpretation”, to generate a design for $a$, the design of $d$ needs only to be described once. In such case, rule (d) is equivalent to

\[
\text{(d') } a \leftarrow d.
\]

The situation is different under the “production interpretation”. Rule (d) states that two different copies of an item $d$ are needed to produce item $a$ while rule (d') states that just one copy of $d$ is needed to yield $a$. Consequently, rules (d) and (d') are not equivalent when “production” interpretation is assumed. Let us note that in logic programming, rules like (d) are usually considered as poorly encoded but equivalent versions of (d').

This discussion points to two approaches to computing costs of deriving elements (atoms). One is based on the no-reusability assumption, the other one on the reusability assumption. In the first of them, in order to apply a rule, one has to pay for the derivation of all the atoms in the body of the rule as well as for the application of the rule. In the second model, one has to pay for the application of the rule and for the derivation of those atoms in the body of the rule that have not yet been computed. Those that have been established earlier can be used for free. There are evident similarities to the concept of
using lemmas in mathematical arguments and to tabling in logic programming (facts once derived are available to use in future derivations). The difference is that in mathematical reasoning or in deriving facts from logic programs, there is no cost function to minimize. In contrast, in our case, we will be looking for derivations of minimum possible cost. Thus, while tabling improves efficiency of computation in logic programming [RRS+95], here the complexity of optimizing with respect to the reusability cost i increases (see Section 3).

In this paper, we will formally define and study these two measures of the cost of a derivation. We will show that the no-reusability measure has a number of useful properties. First, the problem of computing the minimum cost of deriving a set of atoms can be reduced (in polynomial time) to that of computing the minimum cost of deriving a single atom. Second, there exists an embedding of weighted logic programming into constraint logic programming. Third, in the case of finite propositional weighted programs, the minimum cost of a derivation can be computed in polynomial time by a version of Dijkstra’s shortest path algorithm. Finally, in the case of predicate programs we have natural counterparts to the notions such as Herbrand base, model, one-step provability operator and the resolution procedure. These notions provide characterizations of minimum costs of deriving atoms.

The reusability measure behaves in a drastically different way. The problem of computing the minimum cost of deriving a set of atoms cannot be reduced to that of computing the minimum cost of deriving a single atom. No constraint logic programming interpretation of weighted logic programs capturing the reusability interpretation is known so far. Further, in the finite propositional case, computing lowest costs is related to the minimum Steiner tree problem rather than to the shortest path problem and, thus, is NP-hard. Finally, while generalizations of the notion of Herbrand base, one-step provability operator and resolution procedure can be formulated in the case of the reusability approach, they are substantially more complex than in the no-reusability case. For instance, a generalization of the Herbrand base to the case of reusability consists of finite sets of ground atoms, and not just ground atoms.

There are several other ways of measuring costs of derivations. The weights of rules can also be interpreted as time. Then, under our “production” interpretation, the cost of deriving an atom is equal to the total time needed to “produce” an atom, assuming that no two tasks can be done in parallel. But what if we allow parallelism? Let us assume that we have enough resources (people, machines, processors, etc.) to execute a weighted rule

\[(f) \ d \leftarrow a, b\]

in parallel. That is, our resources allow us to “produce” \(a\) and \(b\) concurrently. Consider the program consisting of rules (a) - (e) and (f). The time needed to produce \(d\) is 6. Indeed, \(a\) takes 4 time units and \(b\) takes 4 time units. Both can be computed in parallel. Then, 2 time units are needed to assemble \(a\) and \(b\) into \(d\). Note that under the no-reusability interpretation, the cost of producing \(d\) is 10 (the cost of producing \(a\) and \(b\)
plus the cost of applying rule \( f \)) and under the reusability interpretation, the cost of producing \( d \) is 7. Hence, all three interpretations are different.

Interestingly, the “parallel” measure of costs has all the nice properties of the no-reusability measure. In particular, computing the lowest cost of deriving an atom from a finite propositional program can be done in polynomial time, appropriate resolution procedure can be defined and an embedding into constraint logic programming exists. Moreover, these results can be proved by the same techniques that are used in the proofs of the corresponding results for the no-reusability measure.

Logic programs with weights were first studied by van Emden [vE86]. The syntax of van Emden’s programs is almost identical to that of weighted logic programs. The difference is that van Emden requires that the label assigned to a rule be from the interval \((0,1]\. It is motivated by the intention of van Emden to represent and compute confidence factors (his paper was written in the heyday of expert systems). It turns out that weighted logic programming with the parallel measure of costs is isomorphic to the van Emden’s approach. Consequently, all the nice computational properties of the no-reusability and parallel measures of costs hold for the van Emden’s system, too.

Existence of almost identical results for all three systems — weighted logic programming with no-reusability and parallel cost measures, and the van Emden system — suggest that there is a more general approach to weighted logic programming that would allow us to treat all these three interpretations as special cases. Finding this common generalization remains an open problem.

The paper is organized as follows. In Section 2, we introduce weighted logic programs and two interpretations of rule weights and costs — one based on the no-reusability assumption, the other one based on the reusability assumption. We also state and prove several basic properties of weighted logic programs. In the following section, we study the case of finite propositional weighted programs. We establish the complexity of computing minimum costs of derivations and present polynomial time algorithms to compute these minimum costs (for the no-reusability approach). In Section 4, we deal with predicate programs with, possibly, infinite Herbrand bases. In the case of no-reusability measures, we introduce generalizations to the notions of Herbrand base, model, one-step provability operator and resolution procedure. We use these concepts to characterize minimum costs of deriving atoms and sets of atoms. We briefly discuss a corresponding approach for the reusability interpretation. As mentioned, it is much more complex and does not yield elegant computational methods.

In Section 5, we discuss yet another interpretation of costs. In this approach, rule weights are interpreted as time and we assume that premises of a rule can be computed “in parallel”. Finally, in Section 6, we discuss the approach of van Emden [vE86]. We show that van Emden’s system of logic programming for confidence factors is isomorphic to our weighted logic programming under the the “parallel” measure of cost. in particular, there is a 1-to-1 transformation between the programs in both systems such that the corresponding intended models are preserved. As a consequence, we get results on complexity of computing confidence factors using the system of van Emden (in the case of finite propositional programs) and a resolution technique (for the general case).
The last section contains conclusions and open problems.

To close the introduction let us note that there were also other attempts to incorporate real numbers directly into logic programming [Sub89, BBS92, NS94, LNS97]. In these papers weights are interpreted as probabilities. Although models studied there are subsets of the same generalization of Herbrand base that is used in this paper, the similarity ends there. The interpretation of the programs, and in particular of their minimal models is different than here.

2 Preliminaries

We will now formally introduce weighted logic programs, the notions of derivation tree and forest, and the two models of measuring the costs of derivations.

Let \( L \) be some first-order language and let \( At \) be its set of atoms. A weighted logic program rule is an expression of the form

\[
C = a \leftarrow ^s b_1, \ldots, b_n
\]

where \( s \) is a nonnegative real number and \( a, b_1, \ldots, b_n \) are atoms of \( L \). As usual, \( a \) is called the head of \( C \), the atoms \( b_1, \ldots, b_n \) are said to form the body of \( C \). The real number \( s \) is called the cost of applying rule \( C \) (or, simply, the cost of \( C \)). Given a weighted rule \( C \), we will denote its cost by \( wt(C) \).

A weighted logic program is a set \( P \) of weighted rules. Most of our results are concerned with the case of finite predicate and propositional programs. Given a weighted logic program \( P \), by \( u(P) \) we will denote the underlying logic program, that is, the collection of rules from \( P \) with their weights stripped. By the Herbrand base of a weighted program \( P \), denoted by \( H(P) \), we mean the Herbrand base of the program \( u(P) \). Similarly, by \( ground(P) \) we mean the set of ground instances of weighted clauses from \( P \). Note that weights do not contain variables and, thus, do not change during the instantiation.

The basic intuition behind weighted rules and programs is that they are considered in the context of some resources necessary in order for weighted rules to be used. Specifically, the intended meaning of a weighted rule (1) is: if \( b_1, \ldots, b_n \) have been established and the amount of available resources equals or exceeds \( s \), then we can derive \( a \) and, to do so, we decrease the amount of available resources by \( s \). Let us consider a rule

\[
a \leftarrow ^s .
\]

It allows us to derive \( a \) but only if we have enough resources (at least \( s \)).

The central question we study in this paper is: what is the cost of deriving a ground atom or a set of ground atoms by means of a weighted logic program \( P \). To study this question, we need the notion of a derivation. Let \( P \) be a logic program (possibly weighted; weights of rules are immaterial in this definition). A derivation tree from \( P \) is a rooted finite tree \( \varepsilon \) such that

1. each vertex of \( \varepsilon \) is labeled with a rule of the form \( r\Theta \), where \( r \in P \) and \( \Theta \) is a ground substitution
2. if vertex $v$ is labeled with a rule $a \leftarrow b_1, \ldots, b_k$, then $v$ has exactly $k$ children $v_1, \ldots, v_k$ in $\varepsilon$, and for each $i$, $1 \leq i \leq k$, $v_i$ is labeled with a rule whose head is $b_i$. Clearly, the nodes labeled with rules that have empty bodies are leaves of derivation trees. A derivation forest is a finite collection of derivation trees. (Note that in logic programming derivations are usually defined as sequences of atoms. Our definition of a derivation tree constitutes an equivalent alternative.)

Let $\varepsilon$ be a derivation tree (forest). By $R(\varepsilon)$ we denote the set of all rules used to label the nodes of $\varepsilon$. If $\varepsilon$ is a derivation tree, its root will be denoted by $\text{root}(\varepsilon)$.

An important question is: what is implied by a derivation tree or forest? Commonly, a derivation (proof) is said to provide a justification for the head of the last rule of a derivation. However, it is clear that, at least in the standard setting, a derivation in the same time implies the heads of all its rules. Interestingly, in the case of weighted logic programming, the concept of a set of atoms yielded or implied by derivation trees and forests depends on the model of costs. Indeed, let us look again at the two rules (a) and (c). Consider a derivation shown in Figure 1. Under the no-reusability model (it is convenient to resort to our “production” intuition here), this derivation yields $a$ only. It is so because $c$, available after rule (c) is applied, is then used up while producing $a$ during the application of rule (a).

![Figure 1: Derivation tree using rules (c) and (a)](image)

Under the reusability model (“design” analogy), once $c$ is obtained through an application of rule (c), it is used to “activate” rule (a), but remains available for other applications in the future. Hence, under the reusability model, both $a$ and $c$ are implied by the derivation tree in Figure 1. To derive $\{a, c\}$ under the no-reusability model, a derivation forest is needed (see Figure 2).

![Figure 2: Derivation forest implying $\{a, c\}$ under the no-reusability assumption](image)

To formalize this discussion, we will now introduce two relations $\vdash_{\text{reu}}$ and $\vdash_{\text{nr}}$. Let $\varepsilon$ be a derivation forest (or tree) and let $A$ be a set of atoms. Define

$$\varepsilon \vdash_{\text{reu}} A$$
if $A$ is contained in the set of the heads of all rules used as labels by $\varepsilon$. Define

$$\varepsilon \vdash_{nr} A$$

if $A$ is contained in the set of heads of rules used to label the roots of the trees in $\varepsilon$.

Clearly, the relations $\vdash_{reu}$ and $\vdash_{nr}$ capture the concept of a derivation forest (tree) implying a set of atoms for the two cost models considered. Note that if $\varepsilon$ is a tree, under the no-reusability model it implies exactly one atom — the head of the rule used as the label of the root.

The following property of derivation forests can be easily proved using standard logic programming techniques (observe that the notion of a weight is immaterial in the context of derivation trees and forests).

**Proposition 2.1** Let $P$ be a weighted logic program and let $A$ be a finite subset of the least model of $u(P)$. Then

1. there is a derivation forest $\varepsilon$ such that $\varepsilon \vdash_{reu} A$
2. there is a derivation forest $\varepsilon$ such that $\varepsilon \vdash_{nr} A$.

We will now introduce the notion of the cost of derivation trees and forests for both cost models. Let $\varepsilon$ be a derivation tree. We will first assume the no-reusability interpretation of costs. That is, each time an atom serves as a premise to a rule in a derivation, we have to pay for this atom’s derivation. The resulting notion of the cost of a derivation tree will be referred to as the no-reusability cost.

We define the no-reusability cost of a vertex $v$ in $\varepsilon$ by induction. Assume that $v$ is labeled by a rule $r$ and that the costs of all children $v_1, \ldots, v_k$ of a vertex $v$ have been already computed. Then, the cost of $v$ is defined by

$$cst^nr(v) = wt(r) + \sum_{i=1}^{k} cst^nr(v_i).$$

The no-reusability cost of the derivation tree $\varepsilon$, $cst^nr(\varepsilon)$, is now defined as the cost of the root of $\varepsilon$. For a derivation forest $\varepsilon$, its no-reusability cost $cst^nr(\varepsilon)$ is defined as the sum of the costs of all its trees. It is easy to see that the cost of a derivation forest under the no-reusability interpretation can be equivalently defined as the sum of weights of rules used to label the nodes of the derivation forest, counting the cost of each rule as many times as it appears as a label.

Our second definition of cost assumes the reusability model. That is, once an atom is derived, we can use it for free whenever it appears as a premise of a rule in a derivation. The resulting notion of cost will be referred to as reusability cost. For a derivation forest $\varepsilon$, the reusability cost $cst^{reu}(\varepsilon)$ is defined by

$$cst^{reu}(\varepsilon) = \sum_{r \in \mathcal{R}(\varepsilon)} wt(r).$$
We will show later that, under the no-reusability assumption, there are close connections between weighted logic programming and standard logic programming (and, especially, constraint logic programming). This is in sharp contrast with the reusability approach, for which only much weaker analogies are established.

To illustrate the two concepts of the cost, consider program $P$ consisting of rules (a), (b) and (c) described in the introduction, and of rules

$$(g) \quad d \not\leftarrow^3 a, b$$

$$(h) \quad e \not\leftarrow^3 b.$$ 

Figure 3 shows a derivation forest, say $\varepsilon$, from this program. Under the reusability assumption, $\varepsilon$ implies the set of atoms $\{a, b, c, d, e\}$ (and each of its subsets). The cost $cst^{reu}(\varepsilon)$ is 11. On the other hand, under the no-reusability assumption, $\varepsilon$ implies $\{d, e\}$ (and its subsets) and the cost $cst^{nr}(\varepsilon)$ is 18.

![Figure 3: An example of a derivation forest](image)

Derivation forests have a natural representation as graphs. Let $\varepsilon$ be a derivation forest. The corresponding derivation graph is obtained from $\varepsilon$ by collapsing all vertices labeled by the same rule. Figure 4 shows the derivation graph for the derivation forest shown in Figure 3.

![Figure 4: The derivation graph of the derivation forest from Figure 3](image)

It is easy to see that if all rules in a program have weight 1 then the number of nodes in a derivation forest (respectively, derivation graph) coincides with the no-reusability (respectively, reusability) cost of this derivation.

Let $A$ be a set of atoms. Define

$$cst^{nr}(A) = \inf\{cst^{nr}(\varepsilon) : \varepsilon \text{ is a derivation forest such that } \varepsilon \vdash_{nr} A\}$$

and

$$cst^{reu}(A) = \inf\{cst^{reu}(\varepsilon) : \varepsilon \text{ is a derivation forest such that } \varepsilon \vdash_{reu} A\}.$$
Observe that if there is no derivation forest that proves $A$ (for instance, when $A$ is infinite) then the corresponding cost ($\text{cst}^{\text{mr}}(A)$ or $\text{cst}^{\text{reu}}(A)$) is equal to infinity.

In this paper, for each of these two cost measures, we will study the following three questions:

**Single-atom-derivation:** Given a weighted logic program $P$, an atom $x$, and an integer $k$, decide whether there is a derivation tree of $x$ from $P$ with cost no more than $k$?

**Set-of-atoms-derivation:** Given a weighted logic program $P$, a set of atoms $X$, and an integer $k$, decide whether there is a derivation forest of $X$ from $P$ with cost no more than $k$?

**Least-model-derivation:** Given a weighted logic program $P$ and an integer $k$, decide whether there is a derivation forest of the least model of $u(P)$ with cost no more than $k$? (This is a special case of set-of-atoms-derivation problem, when $X$ is the least model of $P$.)

We conclude this section with several simple properties of the notions introduced earlier.

**Proposition 2.2** Let $P$ be a weighted logic program and let $A$ be a subset of the least model of $u(P)$.

1. If $A$ is finite, $\text{cst}^{\text{mr}}(A)$ and $\text{cst}^{\text{reu}}(A)$ are finite.

2. If both $P$ and $A$ are finite, then the infima $\text{cst}^{\text{mr}}(A)$ and $\text{cst}^{\text{reu}}(A)$ are attained.

**Proof:** (1) By Proposition 2.1, there is a derivation forest $\varepsilon$ such that $\varepsilon \vdash_{\text{mr}} A$. This derivation forest has a finite cost $\text{cst}^{\text{mr}}(\varepsilon)$. Moreover, the cost $\text{cst}^{\text{mr}}(\alpha)$ of every derivation forest $\alpha$ is non-negative. Hence, it follows that $\text{cst}^{\text{mr}}(A)$ is finite. The argument in the case of the reusability model is the same.

(2) Let $P = \{r_1, \ldots, r_m\}$. Consider a derivation forest $\varepsilon$ such that $\varepsilon \vdash_{\text{mr}} A$ (such derivations exist by Proposition 2.1). Since the cost $\text{cst}^{\text{mr}}(\alpha)$ of any derivation forest $\alpha$ is of the form

$$n_1s_1 + \ldots + n_ms_m,$$

where $n_i$ are non-negative integers and $s_i$ are the costs of applying rule $r_i$, there are only finitely many different reals in the interval $[0, \text{cst}^{\text{mr}}(\varepsilon)]$ that can serve as the cost of a derivation that implies $A$. Hence, the claim, for the no-reusability case, follows. The reasoning for the reusability case is the same and is omitted.

The assertion of Proposition 2.2(2) fails if infinite programs are allowed. Consider a program $P = \{r_1, r_2, \ldots, \}$, where $r_k = p^{1/k}$. Clearly, $\text{cst}^{\text{mr}}(p) = \text{cst}^{\text{reu}}(p) = 0$ but there is no derivation forest of $p$ of cost 0.

Our last result in this section deals only with the no-reusability case and shows that function $\text{cst}^{\text{mr}}(\cdot)$ is additive. There is no corresponding result for the reusability measure.
Proposition 2.3 Let $P$ be a weighted program and let $a_1, \ldots, a_k$ be atoms. Then,
\[ \text{cst}^{nr}(\{a_1, \ldots, a_k\}) = \sum_{i=1}^{k} \text{cst}^{nr}(a_i). \]

Proof: If at least one atom $a_i$ is not derivable from $u(P)$, then there is no derivation tree of $a_i$ and there is no derivation forest of $\{a_1, \ldots, a_k\}$. Hence, both sides of the identity are equal to infinity.

Therefore, from now on we will assume that all atoms $a_i$ are derivable from $u(P)$. Let $\varepsilon$ be a derivation forest of $\{a_1, \ldots, a_k\}$. For each $a_i$, this derivation forest contains a derivation tree $\varepsilon_i$ that implies $a_i$. Hence,
\[ \text{cst}^{nr}(\varepsilon) \geq \sum_{i=1}^{k} \text{cst}^{nr}(\varepsilon_i) \geq \sum_{i=1}^{k} \text{cst}^{nr}(a_i). \]

Consequently,
\[ \text{cst}^{nr}(\{a_1, \ldots, a_k\}) \geq \sum_{i=1}^{k} \text{cst}^{nr}(a_i). \]

Conversely, let $\varepsilon_i$ be a derivation of $a_i$. Let $\varepsilon$ be a derivation forest consisting of all trees $\varepsilon_i$. Then, $\varepsilon \vdash_{nr} \{a_1, \ldots, a_k\}$ and
\[ \sum_{i=1}^{k} \text{cst}^{nr}(\varepsilon_i) = \text{cst}^{nr}(\varepsilon) \geq \text{cst}^{nr}(\{a_1, \ldots, a_k\}). \]

Consequently,
\[ \sum_{i=1}^{k} \text{cst}^{nr}(a_i) \geq \text{cst}^{nr}(\{a_1, \ldots, a_k\}). \]

Hence, the equality follows. \qed

Remark 2.1 Proposition 2.3 shows that under the no-reusability interpretation of the cost, problems set-of-atoms-derivation and least-model-derivation can be reduced (in polynomial time) to the single-atom-derivation problem.

3 Finite propositional weighted logic programs

In this section we will investigate computational issues related to finite propositional weighted logic programs. We will start our discussion of the three problems listed in Section 2, that is single-atom-derivation, set-of-atoms-derivation and least-model-derivation, in the case of the no-reusability approach.

First, we will study the case of propositional weighted bi-horn programs. A bi-horn rule is a definite (Horn) rule with at most one atom in the body. A weighted bi-horn program is a weighted logic program that consists only of (weighted) bi-horn rules. We
will associate with each propositional weighted bi-horn program $P$ a weighted directed graph $G(P)$. All atoms appearing in $P$, together with one new element $st$, are the vertices of the graph $G(P)$. There is a directed edge from $x$ to $y$ if one of the following two cases holds:

1. $x = st$ and $y = a$ for some rule $a \leftarrow \varepsilon \in P$

2. $x = b$ and $y = a$ for some rule $a \leftarrow b \in P$.

The edge of $G(P)$ corresponding to a rule $r$ will be denoted by $e_r$. Similarly, the rule that gives rise to an edge $e$ of $G(P)$ will be denoted by $r_e$.

The weight of the rule $r_e \in P$ that defines an edge $e$ in $G(P)$ is assigned to $e$ as the weight of $e$. We will denote it by $wt(e)$. For a subgraph $H$ of $G(P)$, the sum of the weights of all edges in $H$ will be called the weight of $H$ and will be denoted by $wt(H)$.

We have the following result establishing a correspondence between derivation trees and directed paths in $G(P)$ that start in $st$. Throughout the paper, by a path we mean a simple path, that is, repetitions of vertices are not allowed.

**Proposition 3.1** Let $P$ be a weighted bi-horn program and let $a$ be an atom appearing in $P$.

1. Let $\varepsilon$ be a derivation tree of $a$ from $P$. There is a directed path $W$ in $G(P)$ starting in $st$ and terminating in $a$. Moreover, the length of $W$ is not greater than the cost of $\varepsilon$ (for both measures of cost).

2. Conversely, let $W$ be a directed path in $G(P)$ starting in $st$ and terminating in $a$. The rules corresponding to the edges of $W$ determine a derivation tree $\varepsilon$ of $a$ from $P$ in which no rule is used more than once as a label and with the same cost (under both cost measures) as the length of $W$.

Proof: (1) Since every rule in a bi-horn program has at most one atom in the body, the underlying tree $T(\varepsilon)$ of $\varepsilon$ is a path. For every atom $v$ that appears as the head of a rule in $\varepsilon$, let us denote by $r(v)$ the lowest rule in $\varepsilon$ with the head $v$. Next, define

$$R'(\varepsilon) = \{r(v): v \text{ is the head of a rule in } R(\varepsilon)\}.$$  

Let $r_1, \ldots, r_m$ be an enumeration of $R'(\varepsilon)$ according to the order in which the rules appear in $\varepsilon$. Let $k$ be the integer such that $r_k = r(a)$.

Clearly, the body of $r_1$ is empty. Hence, the corresponding edge, $e_{r_1}$, starts in $st$. Moreover, for every $i$, $1 \leq i \leq k - 1$, the head of $r_i$ is the only premise of $r_{i+1}$. Consequently, the head of the edge $e_{r_i}$ is the only premise of $e_{r_{i+1}}$. Thus, the edges corresponding to the rules $\{r_1, \ldots, r_k\}$ form a path starting in $st$. Since the last of these edges corresponds to the rule with $a$ as the head, the path ends in $a$.

Due to the direct correspondence between the costs of rules and edges, the second part of the assertion of (1) follows. Part (2) can be argued similarly.

By Proposition 3.1, it follows that for weighted bi-horn programs, the single-atom-derivation problem, for each of the two cost measures, is equivalent to the shortest-path problem:
Given a directed weighted graph $G$, a vertex $st$ of $G$, a vertex $x$ of $G$ and an integer $k$, decide whether there is a directed path in $G$ between $st$ and $x$ and such that the sum of its edges is at most $k$.

Indeed, by Proposition 3.1, there is a derivation tree $\varepsilon$ of $x$ from a bi-horn program $P$ such that $cst^\text{ir}(\varepsilon) \leq k$ (or, equivalently, $cst^\text{reu}(\varepsilon) \leq k$) if and only if there is a path from $st$ to $x$ in $G(P)$ with length no more than $k$. Hence, we get the following result.

**Theorem 3.2** For the class of weighted bi-horn logic programs and for each cost measure $cst^\text{ir}$ and $cst^\text{reu}$ the single-atom-derivation problem is in P and can be solved by Dijkstra shortest path algorithm.

We will now show that, under the no-reusability interpretation, this result extends to the case of arbitrary weighted logic programs. Furthermore, as observed in Remark 2.1, problems set-of-atoms-derivation and all-atoms-derivation can be reduced to single-atom-derivation. Hence, all of them are in class P.

**Theorem 3.3** Under the no-reusability interpretation, problems single-atom-derivation, set-of-atoms-derivation and all-atoms-derivation are all in P.

Proof: Let $P$ be a finite propositional weighted logic program. Throughout the algorithm, we will maintain two sets of atoms $A \subseteq C \subseteq At(P)$. After every iteration of the algorithm, $A$ will consist of those atoms for which the lowest cost of deriving them has already been found. For an atom $a \in A$, this cost will be denoted by $d(a)$. Similarly, $C$ will consist of those atoms that are not in $A$ but can be proved from the atoms in $A$ by applying one rule from $P$. For each atom $c \in C$, $d(c)$ denotes the lowest cost of a derivation tree $\varepsilon$ of $c$ such that the heads of the rules from $R(\varepsilon) \setminus \text{root}(\varepsilon)$ are in $A$.

In the remainder of the proof, we will use $C$ and $A$ to denote the corresponding sets before an iteration and $C'$ and $A'$ to denote the updated versions of these sets after the iteration.

We start with $A = \emptyset$, $C = \{a: a \not\in P\}$, $d(a) = \min\{w: a \not\in P\}$ and $d(a) = \infty$ for every atom $a$ appearing in $P$, $a \not\in C$. In each iteration, we select an element from $c \in C$ with the lowest value of $d(c)$. We include it in $A$ and update the sets $A$ and $C$. That is, we remove $c$ from $C$ and add it to $A$ (in this way we obtain sets that we denote $C'$ and $A'$). Including $c$ to $A$ may increase the set of the rules with bodies included in the set $A'$. Consequently, two types of updates may become necessary:

1. Some new atoms may have to be added to $C$. It is the case for every atom $a$ such that $a \not\in C$ and there is a rule $r \in P$ such that $\text{body}(r) \subseteq A'$. For each such atom $a$, $d(a)$ is computed by the following formula:

$$d(a) = \sum_{b \in \text{body}(r)} d(b) + wt(r).$$
2. For some atoms \( a \in C' \), the value \( d(a) \) may have to be modified (lowered). It is the case for every atom \( a \in C' \) such that

\[
d(a) > \sum_{b \in \text{body}(r)} d(b) + wt(r).
\]

In such case, \( d(a) \) is replaced by \( \sum_{b \in \text{body}(r)} d(b) + wt(r) \).

In each iteration, these updates are executed by inspecting all rules with \( c \) in the body and with all other atoms from the body in \( A \) (that is, rules activated by moving \( c \) from \( C \) to \( A \)). For each of these rules, depending on whether its head is in the current version of \( C \) or not, either update of type (2) or of type (1) is executed. We continue iterating as long as \( C \) is not empty.

We will now prove the correctness of this algorithm. To this end, we will prove, by induction on the number of iterations, that after every iteration the following conditions hold:

1. For every \( a \in A \), \( d(a) \) is the minimum cost of a derivation tree of \( a \) from \( P \)
2. \( C \) consists of those atoms that are not in \( A \) but can be proved in one step from \( A \)
3. For every \( a \in C \), \( d(c) \) is the lowest cost of a derivation tree of \( c \) whose all rules but one (labeling the root) have heads in \( A \).

Clearly, all conditions hold before we start the iterations. Let us assume that all these conditions hold after \( k \) iterations. We will show that they hold after \( k + 1 \) iterations (assuming \( C \neq \emptyset \) after the iteration \( k \)).

Let \( c \) be the vertex selected in the iteration \( k + 1 \) from \( C \). By the induction hypothesis, there is a derivation tree of \( c \) with cost \( d(c) \). Assume that \( d(c) \) is not the minimum cost of deriving \( c \). Let \( \varepsilon \) be a minimum cost derivation tree of \( c \). Let \( \delta \) be a subderivation tree of \( \varepsilon \) (a derivation tree based on a subtree of \( T(\varepsilon) \) and using the same labels for its nodes as \( \varepsilon \)) such that all its rules but the one used to label the root have heads in \( A \). Since \( c \notin A \), such a derivation tree \( \delta \) exists.

Denote by \( c' \) the head of the rule labeling the root of \( T(\delta) \). By the induction hypothesis, \( c' \in C \). Moreover, \( d(c') \leq cst^{nr}(\delta) \leq cst^{nr}(\varepsilon) < d(c) \). Consequently, \( c' \) should have been selected in the iteration \( k + 1 \) rather that \( c \) — a contradiction. Hence, condition (1) holds after iteration \( k + 1 \). Conditions (2) and (3) are also satisfied due to the update process, described earlier, that is applied in each iteration. \( \square \)

The algorithm described in the proof of Theorem 3.3 is based on the same ideas as the algorithm by Dijkstra to compute shortest paths in directed graphs. Consequently, it can be implemented in the same way, with a Fibonacci heap used to represent the set \( C \). This yields an implementation of the algorithm to compute a cost of deriving a single atom (under the no-reusability interpretation of costs) that runs in time \( O(m + n \log n) \), where \( m \) is the size of the program and \( n \) is the number of atoms appearing in the program.
Let us consider now the reusability measure $cst^{reu}$. Again, let us start with the case of bi-horn programs. In this case, the set-of-atoms-derivation problem is equivalent to directed minimum Steiner tree (DMST) problem:

Given a directed weighted graph $G$, a vertex $st$ of $G$, a subset $X$ of the vertex set of $G$ and an integer $k$, decide whether there is a directed subtree of $G$ rooted in $st$, covering all vertices in $X$, and such that the sum of its edges is at most $k$.

Indeed, using the reasoning of the proof of Proposition 3.1, one can show that there is a derivation forest $\varepsilon$ for a set of atoms $A$ and such that $cst^{reu}(\varepsilon) \leq k$, if and only if there is a tree in $G(P)$ rooted in $st$, covering all vertices in $A$ and with total weight at most $k$.

In the special case, when $A$ consists of all atoms derivable from $P$, deciding whether $A$ has a derivation forest of cost at most $k$ (all-atoms-derivation problem) becomes equivalent to the directed minimum cost spanning tree (DMCST) problem:

Given a directed weighted graph $G$, a vertex $st$ of $G$, and an integer $k$, decide whether there is a directed subtree of $G$ rooted in $st$, covering all vertices reachable from $st$, and such that the sum of its edges is at most $k$.

These observations, together with some well-known results on DMST problem and DMCST problem, imply the following theorem.

**Theorem 3.4** For the class of weighted bi-horn logic programs and the reusability measure $cst^{reu}$ we have:

1. Set-of-atoms-derivation problem is NP-complete
2. All-atoms-derivations is in $P$.

Proof: Part (2) follows from the well-known results for the DMCST problem [Tar77, GGST86]. We will now prove part (1) by showing that DMST problem is NP-complete.

It is clear that the problem is in NP. To prove NP-hardness, we will use the fact that the undirected version of Minimum Steiner Tree problem is known to be NP-complete [GJ79]. Let us recall that the Minimum Steiner Tree (MST) problem is defined as follows:

Given an undirected weighted graph $G$, a subset $X$ of the vertex set of $G$ and an integer $k$, decide whether there is a subtree of $G$ covering all vertices in $X$ and such that the sum of its edges is at most $k$.

Let $G$ be an undirected weighted graph with the vertex set $V$. Let $G^*$ be a directed graph with $V$ as its vertex set and obtained from $G$ by replacing each undirected edge $\{x, y\}$ in $G$ by two directed edges $(x, y)$ and $(y, x)$. To each edge $(x, y)$ of $G^*$ we assign the weight of the edge $\{x, y\}$ in $G$. 
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Let $X$ be a subset of $V$ and let $k$ be an integer. We have that $G$, $X \subseteq V$ and an integer $k$ is a YES instance of MST problem if and only if there is a vertex $st \in V$ such that $G^*$, $st$, $X$ and $k$ is a YES instance of the DMST problem. Indeed, assume that $T$ is a subtree of $G$ covering all vertices in $X$ and such that the sum of all edges of $T$ is at most $k$. Select any vertex in $T$, say $st$, and form a directed tree $T^*$ by ordering all edges in $T$ “away” from $st$. Clearly, $T^*$ is a directed subtree of $G^*$, covering $X$, rooted in $st$ and with the same total cost as $T$. Conversely, if $T^*$ is a directed subtree of $G^*$, covering $X$, rooted in $st$ and with the sum of its edges no more than $k$, then the tree $T$ obtained from $T^*$ by dropping the ordering of the edges is a subtree of $G$. Moreover, it covers $X$ and has the same cost as $T^*$.

It follows that if there existed a polynomial time algorithm to solve DMST problem then, calling it $|V|$ times, once for each vertex of $V$ as a potential root, would constitute a polynomial time method for solving MST. Since MST is NP-hard, NP-hardness of DMST follows.

We will next study the case of arbitrary propositional weighted programs and the reusability measure $\text{cst}^{reu}$. It turns out that all three problems are, under these assumptions, NP-complete.

**Theorem 3.5** Under the reusability model problems single-atom-derivation, set-of-atoms-derivation and all-atoms-derivation are NP-complete.

Proof. All problems are clearly in NP. NP-hardness of the set-of-atoms-derivation problem follows from Theorem 3.4. We will now show NP-hardness of single-atom-derivation problem.

Let $P$ be a propositional weighted logic program, let $X$ be a set of atoms and let $k$ be an integer (that is, $P$, $X$ and $k$ form an input for the set-of-atoms-derivation problem). Assume that $X = \{a_1, \ldots, a_k\}$. Let $P'$ be a program obtained by adding to $P$ a rule

$$z \leftarrow a_1, \ldots, a_k,$$

where $z$ is a new atom not appearing in $P$. Clearly, $z$ has a derivation tree from $P'$ with cost no more than $k$ if and only if $X$ has a derivation forest from $P$ with cost no more than $k$. Since the set-of-atoms-derivation problem is NP-hard, NP-hardness of the single-atom-derivation problem follows.

Finally, consider a propositional weighted logic program $P$, an atom $x$ and an integer $k$ (an input to the single-atom-derivation problem). Define

$$P' = P \cup \{a \leftarrow x: a \in \mathcal{H}(P), a \neq x\}.$$

Clearly, if $x$ is not derivable from $P$ (this can be checked in linear time in the size of $P$ [DG84]) then there is no derivation tree of $x$ from $P$ with cost at most $k$. Otherwise ($x$ is derivable from $P$) we have that there is a derivation tree of $x$ with cost at most $k$ if and only if the least model of $P'$ has a derivation from $P'$ with cost at most $k$. Since the
single-atom-derivation is NP-hard, the NP-hardness of the all-atoms-derivation follows.

The results of this section point to a fundamental difference between the reusability measure $cst^{reu}$ and the no-reusability measure $cst^{nr}$. In the first case, computing minimum costs of derivations of atoms and sets of atoms is NP-hard, in the second one, it can be accomplished in polynomial time.

4 Computing costs for predicate programs

Several concepts of standard logic programming, such as Herbrand base, model, one-step provability operator and a resolution procedure, have natural extensions to the case of weighted logic programs. The associated notion of a cost of an atom turns out to coincide with the no-reusability cost introduced in the previous section. We will also show that under the no-reusability interpretation, weighted logic programming can be embedded into constraint logic programming. This seems to be the underlying reason for all the elegant properties of no-reusability measure.

We will now introduce these generalizations, and formally establish connections to the no-reusability interpretation of weighted logic programs. We will also describe the connection to constraint logic programming.

At the end of this section, we will briefly discuss possible extensions of the concepts of Herbrand base, model, one-step provability operator and resolution procedure that are appropriate to capture the reusability approach.

We will assume that predicate weighted programs contain at least one constant symbol, so the Herbrand universe of the underlying language is non-empty.

By a generalized Herbrand base of a weighted logic program $P$ we mean the set

$$\mathcal{H}^g(P) = \mathcal{H}(P) \times R^+,$$

where $R^+$ is the set of non-negative reals, and $\mathcal{H}(P)$ is the Herbrand base of $w(P)$. We call the elements of $\mathcal{H}^g(P)$ resourced atoms, that is, atoms with resources to cover costs of deriving them.

A subset $M \subseteq \mathcal{H}^g(P)$ is called a resourced model of a weighted program $P$ if the following conditions are met

1. Whenever $C = a \leftarrow b_1, \ldots, b_n$ is a rule from $P$, $\Theta$ is a ground substitution of all variables in $C$ and $\langle b_1\Theta, x_1 \rangle \in M, \ldots, \langle b_n\Theta, x_n \rangle \in M$, then $\langle a\Theta, x_1 + \ldots + x_n + s \rangle \in M$.

2. Whenever $\langle a, x \rangle \in M$ and $y \geq x$, then $\langle a, y \rangle \in M$.

The following propositions establish basic properties of resourced models and their relationship to the standard notion of a model.

**Proposition 4.1** Let $P$ be a weighted program. Then there exists a least resourced model of $P$. 
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Proof. Clearly, $\mathcal{H}(P)$ is a resourced model of $P$. Moreover, an intersection of an arbitrary family of resourced models of $P$ is also a resourced model of $P$. Thus, the least resourced model of $P$ exists — it is the intersection of all resourced models of $P$. 

In the remainder of the paper, the least resourced model of a weighted program $P$ will be denoted by $LM(P)$.

Given a resourced model $N$ of a program $P$, and an atom $a \in H(P)$, the weight of $a$ in $N$, $w_N(a)$, is defined by:

$$w_N(a) = \inf\{x : \langle a, x \rangle \in N\}$$

(in particular, $w_N(a) = \infty$ if for no $x, \langle a, x \rangle \in N$).

**Proposition 4.2** For every resourced model $N$ of $P$ and for every atom $a \in H(P)$, $w_N(a) \leq w_{LM}(P)(a)$.

Proof: Clearly, if a resourced atom $\langle p(t), x \rangle \in LM(P)$, then $\langle p(t), x \rangle \in N$. Consequently, $w_N(a) = \inf\{x : \langle a, x \rangle \in N\} \leq \inf\{x : \langle a, x \rangle \in LM(P)\} = w_{LM}(P)(a)$. 

The notion of the least resourced model can be characterized by means of the one-step derivability operator $U_P$. Namely, for every subset $A \subseteq \mathcal{H}(P)$ let us define

$$U_P(A) = \{\langle a\Theta, x \rangle : a \overset{\Theta}{\leftarrow} b_1, \ldots, b_n \in P, \Theta is a ground substitution, and there are reals x_1, \ldots, x_n such that \langle b_i\Theta, x_i \rangle \in A and s + x_1 + \ldots + x_n \leq x\}.$$ 

Following the analogy with logic programming, define

$$U_P^0(\emptyset) = \emptyset \ and \ U_P^n(\emptyset) = U_P(U_P^{n-1}(\emptyset)), \ for \ n \geq 1.$$ 

Finally, define

$$U_P^\omega(\emptyset) = \bigcup_{n=0}^{\infty} U_P^n(\emptyset).$$

We have the following characterization of the least resourced model in terms of the operator $U_P$.

**Proposition 4.3** Let $P$ be a weighted logic program.

1. The operator $U_P$ is compact (and, thus, monotone)

2. The least resourced model of $P$ is equal to $U_P^\omega(\emptyset)$. That is, $LM(P) = U_P^\omega(\emptyset)$.

Proof: (1) is obvious. To prove (2), we first observe that for every resourced model $M$ of $P$ and for every $n \geq 0$, $U_P^n(\emptyset) \subseteq M$ (easy induction on $n$). Consequently, $U_P^\omega(\emptyset)$ is contained in the least resourced model of $P$.

We will now prove that $U_P^\omega(\emptyset)$ is a resourced model of $P$. Let $C = a \overset{}{\leftarrow} b_1, \ldots, b_n$ be a rule from $P$ and let $\Theta$ be a ground substitution of all variables in $C$ such that $\langle b_i\Theta, x_i \rangle \in U_P^\omega(\emptyset)$, for every $i, 1 \leq i \leq n$. Then there is $k$ such that $\langle b_i\Theta, x_i \rangle \in U_P^k(\emptyset)$,
for every $i, 1 \leq i \leq n$. Consequently, $(a, x_1 + \ldots + x_n + s) \in U_P^{k+1}(\emptyset) \subseteq U_P^f(\emptyset)$. Hence, condition (1) of the definition of a resourced model is satisfied. A similar argument shows that condition (2) holds, as well.

The next result states that if an atom $a$ (in conjunction with some cost) is in the least resourced model of a weighted program $P$ (that is, at some price it can be derived from $P$), then $a$ is entailed by the underlying standard logic program $u(P)$. The converse also holds. That is, if an atom $a$ is entailed by $u(P)$, then there is a cost for which it can be derived from $P$. In the proof and also later in the paper we will refer to the one-step provability operator of van Emden and Kowalski for the program $u(P)$. We will denote it by $T_P$ the one-step provability operator of van Emden and Kowalski for the logic program $u(P)$ underlying the weighted program $P$. Let us also denote by $T_P^n(\emptyset)$ and $T^\omega_P(\emptyset)$ the $n$th iteration of $T_P$ over the empty set and the least fixpoint of $T_P$, respectively.

**Proposition 4.4** Let $N$ be the least Herbrand model of $u(P)$. Then, for every $a \in \mathcal{H}(P)$, there is $x$ such that $(a, x) \in LM(P)$ if and only if $a \in N$.

Proof: It follows by an easy induction that for every $n \geq 1$

$$T_P^n(\emptyset) = \{a: \langle a, x \rangle \in U_P^n(\emptyset), \text{ for some } x \geq 0\}.$$

Thus,

$$T^\omega_P(\emptyset) = \{a: \langle a, x \rangle \in U_P^\omega(\emptyset), \text{ for some } x \geq 0\}$$

and the assertion follows.

We will now establish a connection between the notions introduced in this section and the no-reusability approach to weighted logic programming.

**Theorem 4.5** Let $P$ be a weighted logic program.

1. Let $\langle a, x \rangle \in \mathcal{H}^g(P)$. There is $k$ such that $\langle a, x \rangle \in U_P^k(\emptyset)$ if and only if there is a derivation tree $\varepsilon$ such that $cst^{nr}(\varepsilon) \leq x$ and $\varepsilon \vdash_{nr} a$.

2. For every atom $a$, $w_{LM(P)}(a) = cst^{nr}(a)$.

Proof: Assume that $\langle a, x \rangle \in U_P^k(\emptyset)$. We will prove by induction on $k$ that there is a derivation tree $\varepsilon$ such that $cst^{nr}(\varepsilon) \leq x$ and $\varepsilon \vdash_{nr} a$. This is, clearly, the case for $k = 0 (U_P^0(\emptyset) = \emptyset)$.

Assume that the claim holds for an integer $k \geq 0$. We will show that the claim holds for $k + 1$, as well. Let $\langle a, x \rangle \in U_P^{k+1}(\emptyset)$. Then, there is a rule $C = p \leftarrow q_1, \ldots, q_m \in P$, reals $x_1, \ldots, x_m$ and a ground substitution $\Theta$ such that

1. $p\Theta = a$

2. $\langle q_i \Theta, x_i \rangle \in U_P^k(\emptyset)$
3. $x \geq s + x_1 + \ldots + x_m$.

By the induction hypothesis, for every $i$, $1 \leq i \leq m$, there is a derivation tree $\varepsilon_i$ such that $\text{cst}^{\text{mr}}(\varepsilon_i) \leq x_i$, and $\varepsilon \vdash_{\text{mr}} q_i \Theta$. The tree obtained by adding a new vertex $v$, labeled by $C \Theta$, and making the roots of $\varepsilon_i$ the children of $v$, is a derivation tree of $a$. Moreover, it is easy to see that

$$\text{cst}^{\text{mr}}(\varepsilon) = s + \sum_{i=1}^{m} \text{cst}^{\text{mr}}(\varepsilon_i) \leq s + \sum_{i=1}^{m} x_i \leq x.$$

Thus, the inductive step follows.

Conversely, assume that $\varepsilon$ is a derivation tree of $a$ and that $\text{cst}^{\text{mr}}(\varepsilon) \leq x$. We will show that there is $k$ such that $\langle a, x \rangle \in U_P^k(\emptyset)$. The proof will be by induction on the depth of $\varepsilon$. Let $v$ be the root of $\varepsilon$ and let $v_1, \ldots, v_k$ be the children of $v$. Denote by $r_i$ the rule that labels $v_i$. Denote by $q_i$ the head of $r_i$. Finally, denote by $\varepsilon_i$ the subtree of $\varepsilon$ rooted in $v_i$.

Clearly, $\varepsilon_i$ is a derivation tree for $q_i$. Since its depth is smaller than the depth of $\varepsilon$, it follows that there is $k_i$ such that $\langle q_i, \text{cst}^{\text{mr}}(r_i) \rangle \in U_P^{k_i}(\emptyset)$. Hence, there is $k$ such that $\langle q_i, \text{cst}^{\text{mr}}(r_i) \rangle \in U_P^k(\emptyset)$, for every $i$, $1 \leq i \leq n$. Consequently, $\langle a, \text{cst}^{\text{mr}}(\varepsilon) \rangle$ and $\langle a, x \rangle$ are in $U_P^{k+1}(\emptyset)$. This completes the proof of part (1). Part (2) is a direct consequence of part (1).

Next, we will describe the resolution procedure for weighted programs. A weighted goal is a pair $\langle L, w \rangle$ where $L$ is a list of atoms (possibly with variables) and $w \geq 0$. Let $G = \langle (a_1, \ldots, a_k), w \rangle$ be a weighted goal. Consider a clause

$$C = p \leftarrow b_1, \ldots, b_m$$

from $P$ such that $w \geq s$ and the most general unifier of $a_j$ and $p$, say $\Theta$. The resolvent of $G$ and $C$ is the weighted goal

$$\langle (a_1 \Theta, \ldots, a_{j-1} \Theta, b_1 \Theta, \ldots, b_m \Theta, a_{j+1} \Theta, \ldots, a_k \Theta), w - s \rangle.$$ 

If $w < s$, or if $p$ cannot be unified with any of the atoms in $G$, $G$ and $C$ are not resolvable.

A resolution derivation from $P$ of a weighted goal $\langle L, w \rangle$ is a sequence of pairs $\langle G_i, C_i \rangle_{i=0}^n$ where $G_0 = \langle L, w \rangle$, $G_n = \langle \text{nil}, t \rangle$, each $G_{j+1}$ is the resolvent of $G_j$ and $C_j$, and $t \geq 0$. Notice that $C_n$ is not applied in the derivation (any clause can be used for $C_n$). Define

$$R_P = \{ \langle p, w \rangle \in H^2(P): \langle p, w \rangle \text{ has a resolution derivation from } P \}.$$ 

It is easy to see that $R_P$ is upward closed, that is, if $\langle p, w \rangle \in R_P$ then $\langle p, w' \rangle \in R_P$ for every $w' \geq w$.

Let us observe that since the weights of rules are constant and do not change when the variables are instantiated, a lifting lemma obviously holds. Consequently, we obtain the following useful result.
Lemma 4.6 For every ground atom \( p \) and nonnegative real \( w \), a resourced atom \( \langle p, w \rangle \) possesses a resolution derivation from \( P \) if and only if it possesses a resolution derivation from \( \text{ground}(P) \).

We will show that the least resourced model of a weighted program \( P \), \( \text{LM}(P) \), coincides with \( R_P \) (soundness and completeness result). To this end we need to define an operation of combination of resolution sequences. Let \( D_1, D_2 \) be two resolution derivations:

\[
D_1 = \langle\langle L_1^1, x_1^1 \rangle, C_1^1\rangle, \ldots, \langle\langle L_{k_1}^1, x_{k_1}^1 \rangle, C_{k_1}^1\rangle\rangle \\
D_2 = \langle\langle L_1^2, x_1^2 \rangle, C_1^2\rangle, \ldots, \langle\langle L_{k_2}^2, x_{k_2}^2 \rangle, C_{k_2}^2\rangle\rangle
\]

We define the combination \( \otimes \) of derivations \( D_1, D_2 \) as the sequence \( D = D_1 \otimes D_2 : \)

\[
\langle\langle L_1^1 \circ L_1^2, x_1^1 + x_1^2 \rangle, C_1^1\rangle, \\
\langle\langle L_2^1 \circ L_2^2, x_2^1 + x_2^2 \rangle, C_2^1\rangle, \\
\ldots \\
\langle\langle L_{k_1}^1 \circ L_{k_1}^2, x_{k_1}^1 + x_{k_1}^2 \rangle, C_{k_1}^1\rangle, \\
\langle\langle L_1^2, x_1^1 \rangle + x_1^2, C_1^2\rangle, \\
\langle\langle L_2^2, x_2^1 \rangle + x_2^2, C_2^2\rangle, \\
\ldots \\
\langle\langle L_{k_2}^2, x_{k_1}^1 \rangle + x_{k_1}^2, C_{k_2}^1\rangle\rangle
\]

where, \( \circ \) stands for the concatenation of lists. Notice that the clause \( C_{k_1}^1 \) disappears from this definition. The operation of combination of resolution derivations is extended to sequences collections of derivations by setting

\[
D_1 \otimes \ldots \otimes D_m = (\ldots ((D_1 \otimes D_2) \otimes D_3) \ldots)
\]

Without a proof we state the following lemma.

Lemma 4.7 Let \( D_1, \ldots, D_m \) be resolution derivations of weighted goals \( \langle L_1, w_1 \rangle, \ldots, \langle L_m, w_m \rangle \). Then \( D_1 \otimes \ldots \otimes D_m \) is a resolution derivation of the weighted goal \( \langle L_1 \circ \ldots \circ L_m, w_1 + \ldots + w_m \rangle \).

We will use Lemma 4.7 to characterize the least resourced model of a weighted program \( P \) in terms of resolution derivations.

Theorem 4.8 Let \( P \) be a weighted logic program. Then, \( \text{LM}(P) = R_P \).

Proof. Let \( C = p \leftarrow q_1, \ldots, q_n \in \text{ground}(P) \) and assume that \( \langle q_1, z_1 \rangle, \ldots, \langle q_n, z_n \rangle \in R_P \). By the definition of \( R_P \) and Lemma 4.6, for every \( i, 1 \leq i \leq k \), there exists a resolution derivation \( D_i \) of \( \langle q_i, z_i \rangle \) from \( \text{ground}(P) \).

Let \( D' = D_1 \otimes \ldots \otimes D_n \). Assume

\[
D' = \langle\langle L_1, u_1 \rangle, C_1\rangle \ldots, \langle\langle L_k, u_k \rangle, C_k\rangle\rangle
\]
Define

\[ D = \langle \langle p, s + u_1 \rangle, C \rangle, \langle \langle L_1, u_1 \rangle, C_1 \rangle, \ldots, \langle \langle L_k, u_k \rangle, C_k \rangle \rangle \]

It is easy to see that \( D \) is a resolution derivation of \( \langle p, s + u_1 \rangle \) from \( \text{ground}(P) \). By Lemma 4.6, \( \langle p, s + u_1 \rangle \) has a resolution derivation from \( P \). That is, \( \langle p, s + u_1 \rangle \) belongs to \( R_P \). Since \( u_1 = z_1 + \ldots + z_n \), \( \langle p, s + z_1 + \ldots + z_n \rangle \in R_P \). Since \( R_P \) is upward closed, it follows that \( R_P \) is a model of \( P \). Consequently, \( LM(P) \subseteq R_P \).

It remains to be shown that \( R_P \subseteq LM(P) \). To this end we will prove the following claim:

\[(C) \text{ If } L = (p_1, \ldots, p_k) \text{ is a list of ground atoms, } w \text{ is a non-negative real and } \langle L, w \rangle \text{ has a resolution derivation from } \text{ground}(P), \text{ then there exist non-negative reals } x_1, \ldots, x_k \text{ such that } \langle p_1, x_1 \rangle, \ldots, \langle p_k, x_k \rangle \in LM(P) \text{ and } x_1 + \ldots + x_k \leq w.\]

We will prove the claim by induction on the length of a resolution derivation of \( \langle L, w \rangle \).

Let

\[ D = \langle \langle \langle L_1, w_1 \rangle, C_1 \rangle, \ldots, \langle \langle L_m, w_m \rangle, C_m \rangle \rangle \]

be a resolution derivation of \( \langle L, w \rangle \) (hence \( w_1 = w \)). Assume the claim holds for all weighted goals with a resolution derivation shorter than \( m \).

The sequence

\[ D' = \langle \langle \langle L_2, w_2 \rangle, C_2 \rangle, \ldots, \langle \langle L_m, w_m \rangle, C_m \rangle \rangle \]

is a resolution derivation of length \( m - 1 \) of the weighted goal \( \langle L_2, w_2 \rangle \). Let \( L_2 = (q_1, \ldots, q_n) \). There is an atom in the list \( L_1 \) (without loss of generality, we will assume that it is the last atom in the list, \( p_k \)) so that for the clause

\[ C_1 = p_k \leftarrow h_1, \ldots, h_l \]

1. \( w_2 = w_1 - s \)
2. \( L_2 = (q_1, \ldots, q_n) = (p_1, \ldots, p_{k-1}) \circ (h_1, \ldots, h_l) \).

By the induction hypothesis, there exist non-negative reals \( y_1, \ldots, y_n \) such that

1. \( y_1 + \ldots + y_n \leq w_2 \), and
2. \( \langle q_1, y_1 \rangle, \ldots, \langle q_n, y_n \rangle \in LM(P) \).

Define

1. \( x_i = y_k \), for \( i < k - 1 \),
2. \( x_k = s + y_k + \ldots + y_{k+l-1} \)

Define

\[ D = \langle \langle \langle p, s + u_1 \rangle, C \rangle, \langle \langle L_1, u_1 \rangle, C_1 \rangle, \ldots, \langle \langle L_k, u_k \rangle, C_k \rangle \rangle \]

It is easy to see that \( D \) is a resolution derivation of \( \langle p, s + u_1 \rangle \) from \( \text{ground}(P) \). By Lemma 4.6, \( \langle p, s + u_1 \rangle \) has a resolution derivation from \( P \). That is, \( \langle p, s + u_1 \rangle \) belongs to \( R_P \). Since \( u_1 = z_1 + \ldots + z_n \), \( \langle p, s + z_1 + \ldots + z_n \rangle \in R_P \). Since \( R_P \) is upward closed, it follows that \( R_P \) is a model of \( P \). Consequently, \( LM(P) \subseteq R_P \).

It remains to be shown that \( R_P \subseteq LM(P) \). To this end we will prove the following claim:

\[(C) \text{ If } L = (p_1, \ldots, p_k) \text{ is a list of ground atoms, } w \text{ is a non-negative real and } \langle L, w \rangle \text{ has a resolution derivation from } \text{ground}(P), \text{ then there exist non-negative reals } x_1, \ldots, x_k \text{ such that } \langle p_1, x_1 \rangle, \ldots, \langle p_k, x_k \rangle \in LM(P) \text{ and } x_1 + \ldots + x_k \leq w.\]

We will prove the claim by induction on the length of a resolution derivation of \( \langle L, w \rangle \).

Let

\[ D = \langle \langle \langle L_1, w_1 \rangle, C_1 \rangle, \ldots, \langle \langle L_m, w_m \rangle, C_m \rangle \rangle \]

be a resolution derivation of \( \langle L, w \rangle \) (hence \( w_1 = w \)). Assume the claim holds for all weighted goals with a resolution derivation shorter than \( m \).

The sequence

\[ D' = \langle \langle \langle L_2, w_2 \rangle, C_2 \rangle, \ldots, \langle \langle L_m, w_m \rangle, C_m \rangle \rangle \]

is a resolution derivation of length \( m - 1 \) of the weighted goal \( \langle L_2, w_2 \rangle \). Let \( L_2 = (q_1, \ldots, q_n) \). There is an atom in the list \( L_1 \) (without loss of generality, we will assume that it is the last atom in the list, \( p_k \)) so that for the clause

\[ C_1 = p_k \leftarrow h_1, \ldots, h_l \]

1. \( w_2 = w_1 - s \)
2. \( L_2 = (q_1, \ldots, q_n) = (p_1, \ldots, p_{k-1}) \circ (h_1, \ldots, h_l) \).

By the induction hypothesis, there exist non-negative reals \( y_1, \ldots, y_n \) such that

1. \( y_1 + \ldots + y_n \leq w_2 \), and
2. \( \langle q_1, y_1 \rangle, \ldots, \langle q_n, y_n \rangle \in LM(P) \).

Define

1. \( x_i = y_k \), for \( i < k - 1 \),
2. \( x_k = s + y_k + \ldots + y_{k+l-1} \)
Since \((p_i, x_i) = (q, y_i)\), for \(i \leq k - 1\), \((p_i, x_i) \in LM(P)\) for \(i \leq k - 1\) (by the induction hypothesis). Since \((q_j, y_j), \ldots, (q_{j+l-1}, y_{j+l-1}) \in LM(P)\) (by the induction hypothesis), and \(C \in \text{ground}(P)\), \((p_k, s + y_k + \ldots + y_{k+l-1}) \in LM(P)\). Now, observe that \(x_k = s + y_k + \ldots + y_{k+l-1}\). Hence, \((p_k, x_k) \in LM(P)\). Clearly, \(x_1 + \ldots + x_k = y_1 + \ldots + y_n + s \leq w_2 + s = w_1 = w\). Hence, the claim follows.

Let \((p, w) \in R_p\). Then, \((p, w)\) has a resolution derivation from \(\text{ground}(P)\). Now, the claim implies that for some \(s \leq w\), \((p, s) \in LM(P)\). Since \(LM(P)\) is closed upwards, \((p, w) \in LM(P)\). This completes the argument.

The results of this section can be explained by an observation that, under no-reusability approach, every weighted logic program can be interpreted as a constraint logic program. This interpretation requires a modification of the language and uses constraints of a special syntactic form.

To modify the language, for every predicate \(p\) of the original language \(\mathcal{L}\) we introduce a new predicate \(p'\). The predicate \(p'\) has one additional variable (which will be the last variable of \(p'\)). This variable ranges over \textit{non-negative} reals. Second, we will use an additional predicate \(\leq\) for reals, and we will use a symbol \(+\) for real addition.

Consider a clause \(C\) in the language \(\mathcal{L}\):

\[
C = p(t) \not\in q_1(t_1), \ldots, q_k(t_k).
\]

We define the corresponding constraint logic programming clause over the domain \(R^+\) (non-negative reals) by:

\[
clp(C) = p'(t, X) \iff (x + X_1 + \ldots + X_k \leq X), q'_1(t_1, X_1), \ldots, q'_k(t_k, X_k).
\]

Here, \(x + X_1 + \ldots + X_k \leq X\) is the constraint of the clause \(clp(C)\). Then, for a weighted program \(P\), we define \(clp(P) = \{clp(C) : C \in P\}\).

Given an arbitrary constraint domain \(D\) a \textit{D-interpretation} is a set of atoms in which every variable ranging over \(D\) is replaced by a constant (denoting an element from \(D\)) and all other variables are replaced by ground terms (those terms can contain constants for elements from \(D\)). By a \textit{D-valuation} we mean a function that assigns ground terms to variables not ranging over \(D\) and constants for elements of \(D\), otherwise. Each such valuation uniquely extends to a valuation of all terms and formulas (including those of the language of \(D\)). The effect of a \(D\)-valuation \(v\) on a constraint \(c\) is denoted by \(v(c)\). Similarly, a formula \(v(b)\) is the effect of the valuation \(v\) on an atom \(b\). Following [JM94], we can assign to a constraint logic program \(Q\) over a domain \(D\) an operator \(T^D_Q\) mapping \(D\)-interpretations to \(D\)-interpretations and defined as follows:

\[
T^D_Q(I) = \{p(d) : \quad p(X) \leftarrow c, b_1, \ldots, b_n \text{ is a rule of } Q, a_i \in I, \quad i = 1, \ldots, n, \\
v \text{ is a } D \text{-valuation such that} \\
D \models v(c), v(X) = d, \text{ and } v(b_i) = a_i, i = 1, \ldots, n\}
\]

We have now the following fact.

\[1\]We follow the terminology of [JM94]. The notation \(D \models c[v]\) instead of \(D \models v(c)\) is often used.
**Theorem 4.9** Let $P$ be a weighted logic program and let $x$ be a real number. Let $p(t)$ be a ground atom. Then, $(p(t), x)$ belongs to the least resourced model of $P$ if and only if $p(t, x)$ belongs to $T_{clp(P)}^{R^+} \uparrow \omega(\emptyset)$.

Proof: We show by induction on $n$ that $(p(t), x) \in U^n_P(\emptyset)$ if and only if $p(t, x) \in T_{clp(P)}^{R^+} \uparrow n(\emptyset)$. The case of $n = 0$ is evident. To deal with the induction step, we will assume that $n = 1$. The general case is similar. Assume that for a sequence of ground terms $t$, $(p(t), x) \in U^n_P(\emptyset)$. It follows that there is a rule $p(u) \leftarrow \in P$ and a substitution $\Theta$ such that $u\Theta = t$ and $s \leq x$. Then, $p(u, X) \leftarrow s \leq X \in clp(P)$. Define a $R^+$-valuation $v$ by setting $v(X) = x$ and using $\Theta$ to define all other variable assignments. Then $v(s \leq X) = s \leq x$ is true in $R^+$. Thus $p(t, x)$ belongs to $T_{clp(P)}^{R^+} \uparrow 1(\emptyset)$.

Conversely, if $p(t, x) \in T_{clp(P)}^{R^+} \uparrow 1(\emptyset)$ then there is a rule $p(u, X) \leftarrow (s \leq X) \in clp(P)$ and a $D$-valuation $v$ such that $v(X) = x$ and $s \leq x$. Define $\Theta$ by assigning to variables not ranging over $R^+$ ground terms assigned to those variables by $v$. It follows that $p(u) \leftarrow$ is in $P$. Moreover, since $s \leq x$ and $u\Theta = t$, $(p(t), x) \in U^1_P(\emptyset)$.

Our results imply that there is a class of constraint logic programs for which there are polynomial algorithms that decide whether a ground atom is entailed by the program. Specifically, let $K_1$ be the class of constraint logic programs built of clauses of the following two types:

1. $p(X) \leftarrow s \leq X$
2. $p(X) \leftarrow s + X_1 + \ldots + X_k \leq X, p_1(X_1), \ldots, p_k(X_k)$

where $p$ and $p_i, 1 \leq i \leq k$, are unary predicate symbols over non-negative reals and $s$ is a non-negative real. Our results on the complexity of a single-atom-derivation problem from Section 3 and Theorem 4.9 yield the following result.

**Theorem 4.10** There is an algorithm that decides whether a finite constraint program from class $K_1$ entails a ground atom and that runs in time $O(m + n\log n)$, where $m$ is the size of the program and $n$ is the number of atoms appearing in the program.

There are counterparts to the notions of generalized Herbrand base and one-step provability operator that lead to the reusability approach. However, an important modification seems to be necessary. Rather than to assign costs only to single atoms (as was sufficient for the no-reusability case), costs need to be assigned to finite collections of atoms under the reusability interpretation of costs. (This may explain, in particular, differences in the complexity of reasoning under the two models.)

Let $At$ be a set of ground atoms of some first-order language. Define $H^{3}_{fin}(P) = \{\langle X, w \rangle : X \subseteq At, |X| < \omega, w \geq 0\}$. This set will be referred to as power Herbrand base for a weighted logic program $P$. The elements of this set will be called ground power atoms. By a power model of a weighted logic program $P$ we mean each set $M \subseteq H^{3}_{fin}(P)$ such that:
for every \( \langle X, w \rangle \in M \) and for every rule \( a \leftarrow b_1, \ldots, b_k \in \text{ground}(P) \), if \( \{b_1, \ldots, b_k\} \subseteq X \), then \( \langle X \cup \{a\}, x \rangle \in M \), for every \( x \geq w + s \).

It is easy to see that \( \mathcal{H}^q_{\text{fin}}(P) \) is a power model of \( P \) and that the intersection of power models is a power model. Hence, the least power model of a weighted logic program exists. We will denote it by \( \text{LM}_p(P) \).

We say that weighted program \( P \) and a ground power atom \( \langle X, w \rangle \in \mathcal{H}^q_{\text{fin}}(P) \) imply a ground power atom \( \langle X', w' \rangle \) if there is a rule \( a \leftarrow b_1, \ldots, b_k \in \text{ground}(P) \) such that \( \{b_1, \ldots, b_k\} \subseteq X \), \( X' = X \cup \{a\} \) and \( w' \geq w + s \). In such case, we will write \( P, \langle X, w \rangle \vdash \langle X', w' \rangle \).

We will define now a generalization of the one-step provability operator. Specifically, for any set \( M \subseteq \mathcal{H}^q_{\text{fin}}(P) \) define

\[
\text{Sp}(M) = \{ \langle X', w' \rangle : \text{there is } \langle X, w \rangle \in M \text{ such that } P, \langle X, w \rangle \vdash \langle X', w' \rangle \}.
\]

Several classic results from logic programming can be extended to the setting of power Herbrand base and related notions. The proofs are not difficult and we omit them. In particular, it is easy to show that \( M \subseteq \mathcal{H}^q_{\text{fin}}(P) \) is a power model of a weighted logic program \( P \) if and only if \( \text{Sp}(M) \subseteq M \). It is also easy to see that \( \text{Sp} \) is compact and, thus, monotone. Hence, \( \text{Sp} \) has a unique least fixpoint over \( \emptyset \). This fixpoint coincides with the least power model of \( P \). The connection to weighted logic programming under the reusability interpretation is given by the following result.

**Theorem 4.11** Let \( P \) be a weighted program. The least fixpoint of \( \text{Sp} \) exists and consists of precisely those pairs \( \langle X, t \rangle \) for which \( \text{cost}^\text{reu}(X) \leq t \). This least fixpoint coincides with the least power model of \( P \).

We will now introduce an appropriate notion of resolution. By a **power goal** we mean a pair \( \langle X, w \rangle \), where \( X \) is a finite set of atoms of the language and \( w \) is a non-negative real. Consider an atom \( q \in X \) and a rule \( C = a \leftarrow b_1, \ldots, b_k \) from \( P \) such that \( w \geq s \). Assume that \( \Theta \) is a most general unifier for \( q \) and \( a \). Then the power goal \( \langle (X \setminus \{q\}) \cup \{b_1\Theta, \ldots, b_k\Theta\}, w - s \rangle \) is called a **resolvent** of \( \langle X, w \rangle \) and \( C \). Observe that, unlike in the previous case, here the first component of the resolvent is a set of atoms — repetitive occurrences are ignored.

A **power resolution derivation** of a power goal \( \langle X, w \rangle \) from \( P \) is a sequence of pairs \( \langle G_i, C_i \rangle^n_{i=0} \) where \( G_0 = \langle X, w \rangle \), \( G_n = \langle \emptyset, t \rangle \), each \( G_{j+1} \) is the resolvent of \( G_j \) and \( C_j \), and \( t \geq 0 \). Define

\[
R'_p = \{ \langle X, w \rangle \in \mathcal{H}^q_{\text{fin}}(P) : \langle X, w \rangle \text{ has a power resolution derivation from } P \}.
\]

The following result establishes soundness and completeness of power resolution method.

**Theorem 4.12** Let \( P \) be a weighted logic program. Then, \( \text{LM}_p(P) = R'_p \).
5 Cost as time under unlimited parallelism

In this section we will discuss yet another interpretation of cost in weighted logic programs. Despite the difference in the way the cost is interpreted, all of the results of Section 4 (or their appropriate modifications) can be established for this new system, as well. This indicates that even more general treatment of costs in logic programming is possible. We will outline some of the possible directions in the last section of the paper.

The interpretation discussed in this section leads to a system that is closely related to the logic programming for confidence factors that was proposed by van Emden [vE86]. The system by van Emden and the connection will be discussed in the next section.

Let us start again with the “production” intuition behind no-reusability. A rule

\[ a \leftarrow b_1, \ldots, b_n \]

encodes a piece of knowledge that an item \( a \) can be obtained from items \( b_1, \ldots, b_n \) at cost \( s \). Let us interpret \( s \) not as the cost of assembling \( b_1, \ldots, b_n \) into \( a \) but as the time that is required. Assuming that no two tasks can be done in parallel, our no-reusability cost \( cst_{nr} \), defined in Section 2, measures the total time required for the derivation. What we will study in this section is a parallel version of this measure. Namely, we will assume that we have enough resources to “produce” \( b_1, \ldots, b_n \) in parallel. Moreover, every rule necessary in the “production” of each \( b_i \) will also be assumed to be executed in parallel.

Let \( \varepsilon \) be a derivation tree. We define the parallel cost of a vertex \( v \) in \( \varepsilon \) by induction. We will denote this cost by \( cst^p(v) \). Assume that \( v \) is labeled by a rule \( r \) and that the parallel costs of all children \( v_1, \ldots, v_k \) of a vertex \( v \) have been already computed. Then, the parallel cost of \( v \) is defined by

\[ cst^p(v) = wt(r) + \max\{cst^p(v_i); i = 1, \ldots, k\}. \]

The parallel cost of the derivation tree \( \varepsilon \), \( cst^p(\varepsilon) \), is now defined as the cost of the root of \( \varepsilon \). This implicitly assumes a no-reusability model. All atoms proved “on the way” to deriving the root of \( \varepsilon \) are used up in the “production” process and only the head of the rule that labels the root of the derivation remains. It is easy to see that the cost of a derivation forest under the parallel interpretation can be equivalently defined as the largest sum of weights of rules used to label the nodes of a path in the derivation forest (counting the cost of each rule as many times as it appears as a label on the path).

For a derivation forest \( \varepsilon \), its parallel cost \( cst^p(\varepsilon) \) is defined as the maximum of the costs of all its trees. This implies that the set-of-atoms-derivation problem and the all-atoms-derivation problem can be reduced to the single-atom-derivation problem. From now on we will focus on this last problem only. Given a ground atom \( a \), we define

\[ cst^p(a) = \inf\{cst^p(\varepsilon); \varepsilon \text{ is a derivation tree for } a\}. \]

In this section, we will study techniques to compute this measure.

Let us consider an example. Define \( P \) to be a weighted logic program consisting of the following rules:
Clearly, there is a derivation tree for \( s \) (consisting of the root and two children, the root being labeled with rule (1) and the children with rules (2) and (3)). Under both reusability and no-reusability interpretations, the cost of this derivation tree is 6. On the other hand, under the parallel interpretation, the cost of this derivation tree is 5. It is also easy to see that this is an optimal derivation of \( s \). Hence, \( \text{cst}_p(s) = 5 \).

The results of Section 4 can be extended to the case of this new interpretation of costs. In particular, there is a corresponding notion of a \( p \)-model, and a sound and complete resolution procedure. We will now define these notions and state the appropriate results. The proofs are similar to those in Section 4 and are omitted.

A subset \( M \subseteq \mathcal{H}^g(P) \) is called a \( p \)-model of a weighted program \( P \) if the following conditions are met

1. Whenever \( C = a \leftarrow b_1, \ldots, b_n \) is a rule from \( P \), \( \Theta \) a ground substitution of all variables in \( C \), \( \langle b_1\Theta, x_1 \rangle \in M \), \( \ldots \), \( \langle b_n\Theta, x_n \rangle \in M \), then \( \langle a\Theta, s + \max\{x_1, \ldots, x_n\} \rangle \in M \).

2. Whenever \( \langle a, x \rangle \in M \), \( y \geq x \), then \( \langle a, y \rangle \in M \)

For a \( p \)-model \( M \) of a weighted logic program \( P \), we define

\[ w^p_M(a) = \inf \{x: \langle a, x \rangle \in M\}. \]

Reasoning as in Section 4, one can prove that a least \( p \)-model exists.

**Proposition 5.1** Let \( P \) be a weighted logic program. Then \( P \) has a least \( p \)-model.

Let us briefly note that in the case of bi-horn programs there is no parallelism within the clauses. Consequently, we have the following result.

**Proposition 5.2** If \( P \) is bi-horn, then the least resourced model and the least \( p \)-model coincide.

The least \( p \)-model of \( P \) can be characterized by means of the appropriate one-step provability operator. Specifically, for every subset \( A \subseteq \mathcal{H}^g(P) \) let us define

\[ U^p_P(A) = \{ \langle a\Theta, x \rangle: a \leftarrow b_1, \ldots, b_n \in P, \Theta \) is a ground substitution, and there are reals \( x_1, \ldots, x_n \) such that \( \langle b_1\Theta, x_1 \rangle \in A \) and \( s + \max\{x_1, \ldots, x_n\} \leq x \} \].

**Proposition 5.3** Let \( P \) be a weighted logic program.

1. The operator \( U^p_P \) is compact (and, thus, monotone)
The least \( p \)-model of \( P \) is equal to the least fixpoint of \( U_P \) over the empty set.

Least resourced models and costs of derivations under the parallel interpretation of the cost are related.

**Proposition 5.4** Let \( P \) be a weighted logic program and let \( M \) be its least \( p \)-model. For every atom \( a \in LM(P) \), we have \( w^P_M(a) = cst^P(a) \).

The parallel interpretation of weighted programs has also a complete resolution procedure. This procedure is similar to the resolution procedure described in Section 4. However, there are some important differences. First, instead of weighting entire goal we weight individual atoms. Specifically, a \( p \)-weighted goal is a list \( L = \langle \langle p_1, s_1 \rangle, \ldots, \langle p_m, s_m \rangle \rangle \), where for all \( i, 1 \leq i \leq m \), \( p_i \) is a ground atom and \( s_i \) is a non-negative real. Now, given such \( p \)-weighted goal \( L \) and a clause \( C = p \leftarrow q_1, \ldots, q_n \) such that \( p_i \) and \( p \) are unifiable by a most general unifier \( \Theta \), the resolvent of \( L \) and \( C \) is
\[
\langle \langle p_1 \Theta, s_1 \rangle, \ldots, \langle p_{i-1} \Theta, s_{i-1} \rangle, \langle q_1 \Theta, s_i - s \rangle, \ldots, \langle q_n \Theta, s_i - s \rangle, \langle p_{i+1} \Theta, s_{i+1} \rangle, \ldots, \langle p_m \Theta, s_m \rangle \rangle
\]
providing \( s_i \geq s \) (otherwise resolution cannot be performed). The notion of a \( p \)-resolution derivation of a weighted goal is analogous to the one from Section 4.

With this form of the resolution we have the following result characterizing the least \( p \)-model of \( P \).

**Proposition 5.5** The least \( p \)-model of \( P \) consists precisely of those resourced atoms for which the \( p \)-resolution derivation exists.

Next, we show that we can interpret the weighted logic programs with the parallel interpretation of the cost as constraint logic programs (cf. a similar result, Theorem 4.9 in Section 4). However, although the constraint domain remains the same (the set \( R^+ \) of non-negative reals), the max operation is needed (together with the \(+\) operation and the \( \leq \) relation).

The interpretation of a clause \( C = p(t) \leftarrow q_1(t_1), \ldots, q_n(t_n) \) is
\[
clp^P(C) = p(t, X) \leftarrow (X \geq s + \max \{X_1, \ldots, X_n\}, q'_1(t_1, X_1), \ldots, q'_n(t_n, X_n).
\]
Given a weighted logic program \( P \), let us denote by \( clp^P(P) \) the constraint logic program obtained by replacing each rule \( C \) by its constraint logic programming interpretation \( clp^P(C) \). We now have the following theorem.

**Theorem 5.6** Let \( P \) be a weighted logic program. Let \( p(t) \) be a ground atom. Then, \( \langle p(t), x \rangle \) belongs to the least \( p \)-model of \( P \) if and only if \( p'(t, x) \) belongs to \( T_{clp^P(P)}^{R^+} \uparrow \omega(\emptyset) \).

It is well known that the shortest-path problem remains in \( P \) if the length of a path is computed as the maximum of the weights of its edges rather than their sum. In fact, a minor modification of the Dijkstra algorithm can be used to solve it. The same is true when we switch from the no-reusability interpretation to the parallel interpretation of costs. We have the following result.
Theorem 5.7  The problems of single atoms derivation, set-of-atoms-derivation and all-atom-derivation for parallel interpretation of weighted programs are all in the class P.

In fact, as in Section 3, one can show that the all these problems can be solved in time $O(m + n \log n)$, where $m$ is the size of the program and $n$ is the number of atoms appearing in the program.

The results of this section allow us to introduce yet another class of constraint logic programs for which the entailment problem can be decided in polynomial time. Let $\mathcal{K}_2$ be the class of constraint logic programs built of clauses of the following two types:

1. $p(X) \leftarrow s \leq X$
2. $p(X) \leftarrow s + \max\{X_1, \ldots, X_k\} \leq X, p_1(X_1), \ldots, p_k(X_k)$

where $p$ and $p_i$, $1 \leq i \leq k$, are unary predicate symbols over non-negative reals and $s$ is a non-negative real. Theorems 5.6, together with our comments on the complexity of solving derivation problems under the parallel interpretation of costs, yield the following result.

Theorem 5.8  There is an algorithm that decides whether a finite constraint program from class $\mathcal{K}_2$ entails a ground atom and that runs in time $O(m + n \log n)$, where $m$ is the size of the program and $n$ is the number of atoms appearing in the program.

6  Logic programming for confidence factors

Weighted logic programs, with weights restricted to the interval $(0, 1]$, were considered by van Emden [vE86] as a way to incorporate confidence factors into logic programming. In that work, a rule

$$p \leftarrow q_1, \ldots, q_n$$

is assigned the following intuitive interpretation: if the confidence factors of $q_1, \ldots, q_n$ are at least $x_1, \ldots, x_n$, then the confidence factor of $p$ is at least $s \times \min\{x_1, \ldots, x_n\}$. We will refer to weighted rules with weights from $(0, 1]$ as cf-rules and to weighted programs built of cf-rules as cf-programs.

The results obtained by van Emden are quite similar to those in Sections 4 and 5. In particular, van Emden defines an appropriate generalization of the Herbrand base of a program $P$ by setting $\mathcal{H}^{cf}(P) = \mathcal{H}(P) \times (0, 1]$. He then defines the notion of a model of a cf-program appropriate for the confidence factor interpretation. A subset $M \subseteq \mathcal{H}^{cf}(P)$ is called a cf-model of a weighted program $P$ if the following conditions hold:

1. Whenever $C = a \leftarrow b_1, \ldots, b_n$ is a rule from $P$, $\Theta$ a ground substitution of all variables in $C$, $\langle b_1 \Theta, x_1 \rangle \in M$, $\ldots$, $\langle b_n \Theta, x_n \rangle \in M$, then $\langle a \Theta, s \times \min\{x_1, \ldots, x_n\} \rangle \in M$.
2. Whenever $\langle a, x \rangle \in M$ and $0 < y \leq x$, then $\langle a, y \rangle \in M$.
For a cf-model $M$ of a cf-program $P$, we define

$$w_{cf}^M(a) = \sup \{x: \langle a, x \rangle \in M \}.$$ 

As defined by van Emden, cf-models are closed downward rather than upward. It is natural as if we believe an atom with confidence $x$, then we should believe in the atom with any confidence $y$, where $0 < y \leq x$. van Emden shows that the least cf-model of weighted program exists. He also describes a complete resolution procedure for deciding the membership of an atom from $H_{cf}^I(P)$ in the least cf-model of $P$. This procedure is similar to the one described above for the parallel interpretation, except that one divides by $s$ rather than subtracts it. These similarities are not accidental. It turns out that parallel interpretation and confidence factor interpretation of costs are isomorphic.

Indeed, let

$$C = p \leftarrow q_1, \ldots, q_n$$

be a cf-rule. Define

$$ve(C) = p - \log q_1, \ldots, q_n.$$ 

For a cf-program $P$, define $ve(P) = \{ve(C) : C \in P \}$. Finally, define a map $ve : H_{cf}^I(P) \mapsto H^g(P)$ by

$$ve(\langle p, s \rangle) = \langle p, -\log s \rangle.$$ 

This mapping is one-to-one and onto. It induces a one-to-one and onto mapping (overloading the notation, we will also refer to it as $ve$) between the subsets of $H_{cf}^I(P)$ and the subsets of $H^g(P)$. This induced mapping transforms downward closed subsets of $H_{cf}^I(P)$ into upward closed subsets of $H^g(P)$. We then have the following result establishing a precise relationship between cf-programs and weighted programs with the parallel interpretation of costs.

**Theorem 6.1** Let $P$ be a cf-program and let $M$ be a subset of $H_{cf}^I(P)$. Then, $M$ is a cf-model of $P$ if and only if $ve(M)$ is a p-model of the weighted program $ve(P)$. In particular, $M$ is the least cf-model of $P$ if and only if $ve(M)$ is the least p-model of $P$.

Using this relationship we can extend the remaining results from Section 5 to the case of cf-programs. In particular, one can define an appropriate measure of the cost of a derivation tree and derive the following characterization of the least cf-model. Specifically, let $\varepsilon$ be a derivation tree. We define the confidence factor cost (cf-cost) of a vertex $v$ in $\varepsilon$ by induction. We will denote this cost by $cst_{cf}(v)$. Assume that $v$ is labeled by a rule $r$ and that the cf-costs of all children $v_1, \ldots, v_k$ of a vertex $v$ have been already computed. Then, the cf-cost of $v$ is defined by

$$cst_{cf}(v) = wt(r) \times \min \{cst_{cf}(v_i) : i = 1, \ldots, k \}.$$ 

The cf-cost of the derivation tree $\varepsilon$, $cst_{cf}(\varepsilon)$, is now defined as the cost of the root of $\varepsilon$. Given a ground atom $a$, define

$$cst_{cf}(a) = \sup \{cst_{cf}(\varepsilon) : \varepsilon \text{ is a derivation tree for } a \}.$$
Proposition 6.2 Let $P$ be a cf-program and let $M$ be its least cf-model. For every atom $a$, we have $w^c_M(a) = \text{cst}^c(a)$.

We can also construct an embedding of cf-programs into constraint logic programming over the domain $\langle\{0,1\}, \times, \min, \leq\rangle$. Indeed, consider a cf-rule

$$C = p(t) \leftarrow q_1(t_1), \ldots, q_m(t_m)$$

and assign to it the rule

$$\text{cl}p^c(C) = p'(t,X) \leftarrow (X \leq s \times \min\{X_1, \ldots, X_m\}), q_1'(t_1,X_1), \ldots, q_m'(t_m,X_m).$$

Now, define $\text{cl}p^c(P) = \{\text{cl}p^c(C) : C \in P\}$. We then have the following result establishing a correspondence between cf-programs and constraint logic programming.

Theorem 6.3 Let $P$ be a cf-program. Let $M \subseteq \mathcal{H}^g(P)$ be the least cf-model of $P$. Then for every $\langle p(t),s \rangle \in \mathcal{H}^c(P)$, $\langle p(t),s \rangle \in M$ if and only if $p'(t,s) \in T_{\text{cl}p^c(P)}^g(\emptyset)$.

Complexity results for computing confidence factors of atoms and sets of atoms can be derived from Theorems 5.7 and 6.1 (the confidence factor of a set of atoms is defined as the minimum of confidence factors of its elements).

7 Conclusions and further research

The results of the paper point to several interesting directions for further work on logic programming with costs. There is close similarity in the type of results we were able to obtain for weighted logic programs under the no-reusability, parallel and confidence factor interpretations of costs. In addition, in each case the methods needed for proofs were very similar, too. It is of interest to find a general class of interpretations of costs with properties analogous to those we obtained for the no-reusability interpretation. Specifically, it is of interest to find a characterization of a class of interpretations for which there are polynomial algorithms for computing costs in the propositional case, and a sound and complete resolution procedure in the predicate case (without the need to resort to the notion of the power Herbrand base).

In particular, notice that all these interpretations (no-reusability, parallel and confidence factor) can be viewed as special cases of the following scheme. Let $\varphi$ be an operation acting on finite lists of non-negative reals. Assign to a clause $p \leftarrow q_1, \ldots, q_n$ this interpretation: “If the atoms $q_1, \ldots, q_n$ can be computed with the costs $s_1, \ldots, s_n$ respectively, then $p$ can be computed with the cost $\varphi(s,s_1,\ldots,s_n)$. Our results show that for some operations $\varphi(s_1,\ldots,s_k) = s + s_1 + \ldots + s_k$, or $\varphi(s_1,\ldots,s_k) = s + \max(s_1,\ldots,s_k)$ there is a natural notion of a model and a corresponding “resolution” technique. Similarly, van Emden results show the same for $\varphi(s_1,\ldots,s_n) = s \times \min(s_1,\ldots,s_n)$. In addition, one can easily see that the same holds for $\varphi(s_1,\ldots,s_n) =
max\{s, s_1, \ldots, s_n\}. The question which other operations \(\varphi\) lead to the same results remains open.

In the paper we found substantial differences between no-reusability and reusability interpretations. Interestingly, for the “parallel” (time) interpretation of weighted logic programs reusability and non-reusability lead to the same lowest costs. The same holds for regeneration interpretation. Is there a characterization of interpretations for which these two approaches coincide?

It is possible to extend the formalism presented in this paper to the situation when the bodies of program rules may also contain negated atoms. Such rules admits several interpretations. We will mention here only one. We will restrict now to the case of propositional programs. Specifically, we interpret a rule \(C\):

\[ p \leftarrow q_1, \ldots, q_m, \neg r_1, \ldots, \neg r_n \]

as follows: “If \(q_1, \ldots, q_m\) have been derived, and \(r_1, \ldots, r_n\) are not and will not be derived, then derive \(p\) and decrease the amount of available resource by \(s\).”

It is easy to define a corresponding notion of a model. Namely, \(M \in \mathcal{H}^s(P)\) is a model of \(C\) if for all reals \(s_1, \ldots, s_m\), whenever \(\langle q_i, s_i \rangle \in M, \ldots, \langle q_m, s_m \rangle \in M\), and for all non-negative reals \(t_1, \ldots, t_n\),

\[ \langle r_1, t_1 \rangle \notin M, \ldots, \langle r_n, t_n \rangle \in M, \]

then \(\langle p, s + s_1 + \ldots + s_m \rangle \in M\).

We can now generalize the concept of a stable model. To illustrate the approach, assume the no-reusability interpretation of costs. Namely, \(M \in \mathcal{H}^s(P)\) is a \(nr\)-stable model for a weighted logic program \(P\) if it coincides with the least (resourced) model of the reduct of \(P\) with respect to \(M\) (the reduct is computed according to the Gelfond-Lifschitz definition — the costs are disregarded). Similar definitions can be given for other ways to interpret costs of the rules. This yields the notions of \(reu\)-stable and \(p\)-stable models.

An interesting observation is that the complexity of the existence problem for \(nr\)-stable models of cost at most \(k\) grows to NP-complete (from polynomial, in the Horn case), while it stays the same as in the Horn case (NP-complete) for \(reu\)-stable models.

Next, let us observe that clauses of logic programs can be assigned more than one weight. For instance, consider a clause:

\[ p \leftarrow q_1, \ldots, q_n \]

It might be interpreted as “if \(q_1, \ldots, q_n\) can be computed with cost \(s_1, \ldots, s_n\) respectively, then \(p\) can be obtained with cost \(t \times (s + s_1 + \ldots + s_n)\)”. Such 2-parameter clauses could model situations where not only we apply a rule at some cost, but we also apply a discount (or premium, depending on the magnitude of \(t\)) when the rule is applied. Our results on no-reusability and parallel interpretations can be repeated in this case. In particular, the notion of a model, a derivation, an appropriate resolution algorithm, and an embedding into some version of CLP can easily be constructed.
Finally, let us note that resolution procedures given in this paper together with our results on embeddings of weighted logic programming into CLP indicate that some classes of CLP programs have a particularly simple resolution procedure.
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