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Abstract

We study methods to specify preferences among sub-
sets of a set (a universe). The methods we focus on are
of two types. The first one assumes the universe comes
with a preference relation on its elements and attempts
to lift that relation to subsets of the universe. That ap-
proach has limited expressivity but results in orderings
that capture interesting general preference principles.
The second method consists of developing formalisms
allowing the user to specify “atomic” improvements,
and generating from them preferences on the powerset
of the universe. We show that the particular formalism
we propose is expressive enough to capture the lifted
preference relations of the first approach, and general-
izes propositional CP-nets. We discuss the importance
of domain-independent methods for specifying prefer-
ences on sets for knowledge representation formalisms,
selecting the formalism of argumentation frameworks
as an illustrative example.

Introduction
Preferences play a fundamental role in many AI applica-
tions. They are needed whenever agents have to choose
among alternatives in decision making, or when they have to
select a coherent set of beliefs based on possibly conflicting
information. For this reason, languages for representing and
reasoning with preferences have been developed. One of the
best-known examples are CP-nets (Boutilier et al. 2004).

Our interest in this paper lies in preferences among sets.
Given a finite universe A, we want to be able to express
succinctly preferences on the powerset 2A of A, and use
them to select from some space of subsets of A an optimal
one. The problem arises in a variety of contexts. Under
the assumption that objects are “attributed” (are tuples of at-
tribute/feature values) it was considered by desJardins and
Wagstaff (2005) and by the CP-net community (Brafman et
al. 2006). However, in many important contexts where that
problem needs to be addressed, there is no such structure to
assume.

Thus, we are interested in the problem of preference
among sets in a more abstract setting, when individual ob-
jects are “atomic”, but can possibly be related to each other
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by one or more relations. A well-studied area where such
preferences arise is nonmonotonic reasoning and, in par-
ticular, answer-set programming (Brewka, Niemelä, and
Truszczyński 2009); another one concerns monotonic pref-
erences over sets of goods (Bouveret, Endriss, and Lang
2009).

The area that we will use as an example is argumentation.
In argumentation one commonly uses argumentation frame-
works (AFs) to represent available arguments and conflicts
among them (Dung 1995). Dung defined several semantics
(e.g., stable, preferred and others), assigning to an AF a col-
lection of acceptable sets of arguments, called extensions.
Preferences can serve as an important mechanism for select-
ing those extensions which are most desirable, say, have a
strongest support. Thus, they have received considerable
attention (Amgoud and Cayrol 1998; Bench-Capon 2002;
Modgil 2009). However, existing approaches are not fully
satisfactory as they are all based on a modification of the
original AF. As demonstrated in (Dimopoulos, Moraitis, and
Amgoud 2009; Amgoud and Vesic 2009) this can lead to un-
intended results and new methods are called for. We argue in
the paper that the solution is to select among the extensions
rather than to modify the AF. However, in order to select,
adequately represented preferences on subsets of arguments
are needed.

Thus, we investigate first domain-independent ways to
represent preferences among sets. Due to the combinatorial
nature of the problem stating preferences among the subsets
directly is out of the question. One possibility is to start from
a preference ordering onA (when such an ordering is given),
and to lift it to the ordering on 2A. The first part of this paper
investigates this approach. We consider the well-known or-
derings due to Hoare and Smyth, and propose modifications,
which appear better suited for applications in AI.

We then move on to a second approach. We propose
a general language to specify preference orderings on 2A
based on incremental improvements. The idea is to use
simple preference rules specifying elementary modifications
which, under certain conditions, transform the original set to
a new one that is at least as good. A set E ⊆ A is then at
least as good as a set E′ ⊆ A if there is a sequence of ele-
mentary modifications leading from E′ to E.

This approach shares motivation and philosophy with CP-
nets, and with their extensions (Wilson 2004; Brafman,



Domshlak, and Shimony 2006). First, there is a precise cor-
respondence between objects of interest — subsets of A and
configurations on A (a subset S of A can be viewed as a
configuration in a CP-net1). Second, our sequences of in-
cremental improvements correspond closely to sequences of
improving flips in CP-nets. However, our language goes sig-
nificantly beyond the formalism of CP-nets in several impor-
tant aspects. It includes an explicit operation of trading an
element for another better one (not available in CP-nets) and
the possibility of conditioning modifications on properties of
elements gained, lost and traded so far (taking into account
the entire improving sequence generated so far and not the
last state only, as CP-nets do). While both features can be
simulated in CP-nets, the encodings are cumbersome and re-
quire significant extensions of the vocabulary of a CP-net.

Most importantly though, our formalism has a predicate
variant supporting the use of variables ranging over elements
in A, which allows conditions to refer to properties of el-
ements expressed in terms of relations the set A may be
endowed with (a fundamental extension over CP-net lan-
guages).

Preferences on Subsets of Ordered Sets
Explicit specifications of preference relations on 2A are in-
feasible as the cardinality of 2A is exponential in the car-
dinality of A. One workaround is to define preferences on
2A indirectly in terms of properties of elements of A. We
discuss it now under the assumption that A comes endowed
with a preference relation. The goal is to lift that relation to
2A.

A most common type of a preference relation is a pre-
order, a relation that is reflexive and transitive. Thus, let ≥
be a preorder on A. Two well-known orderings lifting ≥ to
2A are:

1. (Hoare) E1 �h E2 if for every y ∈ E2 there is x ∈ E1

such that x ≥ y.
2. (Smyth) E1 �s E2 if for every x ∈ E1 there is y ∈ E2

such that x ≥ y.
The relations �h and �s are preorders.2 We note that if a
set E contains low-quality elements, it still may be of high
quality wrt�h, as long as it also contains some high-quality
elements. The situation is different for �s. Low-quality
elements make a set to be of low quality. Moreover, just
adding some high-quality elements does not necessarily im-
prove the quality of the set. In other words, the Hoare pre-
order is determined by the stars, the Smyth preorder by the
weakest links.

While Hoare and Smyth orderings capture some natural
criteria for comparing subsets of a set endowed with a pre-
order, they have drawbacks as preference preorders. First,

1Everywhere in the paper, whenever we refer to CP-nets, we
mean generalized CP-nets as studied in (Goldsmith et al. 2008),
which are binary.

2Sometimes, the Plotkin preorder, the intersection of �h and
�s, is also of interest. Much of our discussion can be extended to
the Plotkin order, too. Hoare, Smyth and Plotkin preorders were
studied in many contexts, for instance, in the area of possibilistic
logic (Benferhat, Lagrue, and Papini 2004).

if E1 ⊆ E2 then, by the reflexivity of ≥, E1 �s E2

(E2 �h E1, respectively). In other words, the Hoare
(Smyth) preorder necessarily extends the superset (subset)
relation, leaving the user with no say as to whether super-
sets (subsets) are to be preferred. Second, when comparing
two sets, both preorders take into account elements that are
common to the two sets. This does not seem intuitive. When
deciding which of the two sets to prefer, the elements that
distinguish them (those which belong to exactly one of the
two sets) should be especially important (for a simple exam-
ple, in many card games having the ace and the king in the
same suit is better than having the ace and the queen).

Thus, we will now propose two variants of the basic re-
lations �h and �s that aim to address these issues, while
preserving the essence of the Hoare and Smyth principles.
First, for every E1, E2 ⊆ A, we set:

1. E1 �h1 E2 if for every y ∈ E2 \ E1 there is x ∈ E1 \ E2

such that x ≥ y.
2. E1 �s1 E2 if for every x ∈ E1 \ E2 there is y ∈ E2 \ E1

such that x ≥ y.
The relations �h1 and �s1 depend only on the elements

that distinguish the sets under comparison. However, it still
holds that �h1 extends ⊇, and �s1 extends ⊆. To address this
issue, given E1, E2 ⊆ A, we let:

1. E1 �h2 E2 if E1 = E2, or if E2 \ E1 6= ∅ and for every
y ∈ E2 \ E1 there is x ∈ E1 \ E2 such that x ≥ y.

2. E1 �s2 E2 if E1 = E2, or if E1 \ E2 6= ∅ and for every
x ∈ E1 \ E2 there is y ∈ E2 \ E1 such that x ≥ y.
As with �h1 and �s1, when two sets are compared under

�h2 and �s2, elements common to both sets play no role. In
addition, �h2 and �s2 no longer contain the relations ⊇ and
⊆, respectively. Moreover, while for both �h2 and �s2, ∅
and A are incomparable to any other subset of A and so,
neither one is entirely free of ≥-independent ramifications,
the ramifications concern special comparisons only that can
easily be addressed separately.

Since, in general, the two sets of relations we introduced
are not transitive, they are not preorders. Thus, we use their
transitive closures as preference orderings.

Definition 1 The first and second marginal Hoare and
Smyth preorders �h,∗1 and �s,∗1 , and �h,∗2 and �s,∗2 are the
transitive closures of �h1 and �s1, and �h2 and �s2, respec-
tively.

The properties of the relations�hi and�si , i = 1, 2, which
we discussed above, suggest that the marginal preorders they
determine (especially, the second ones) are better suited as
preference relations than the original Hoare and Smyth pre-
orders.

There are other similar ways to lift a preorder ≥ on A
to the powerset of A (we do not discuss them due to space
limits). In each case, they capture some general principle by
which two sets could be compared. While the principles are
often quite intuitive, ultimately the set of choices is limited.
And this is where the main shortcoming of this approach is.
The class of preference relations that can be represented that
way is narrow!



The Incremental-Improvement Approach
Due to limitations of the method discussed above, a more
flexible and expressive way of specifying preferences is
needed. We will now present such a method based on el-
ementary modifications. We refer to it as the incremental-
improvement approach (IIA).

The idea, first proposed as the basis of the CP-net formal-
ism, is that the user specifies situations when a small change
(or “elementary modification”) to an object yields an object
that is at least as good. In our case, objects are sets E ⊆ A
and we consider elementary modifications of the following
three types:
Gaining an element a ∈ A, written g(a). If a /∈ E, the result
of g(a) applied to E is E ∪ {a} (otherwise, g(a) does not
apply).
Losing an element a ∈ A, written l(a). If a ∈ E, the result
of l(a) applied to E is E \ {a} (otherwise, l(a) does not
apply).
Trading an element a ∈ A for another element b ∈ A, writ-
ten t(a, b). If a ∈ E and b /∈ E, the result of t(a, b) applied
to E is (E \ {a}) ∪ {b} (otherwise, t(a, b) does not apply).

To define a preference relation on 2A, one might select a
set of elementary modifications, each of which once applied
results in a set that is deemed at least as good.
Definition 2 Given a set I of elementary modifications
(incremental improvements), a sequence of sets s =
〈E0, . . . , Ek〉 is a basic improving sequence wrt I if for ev-
ery i, 0 ≤ i ≤ k−1, there is an operationO ∈ I applicable
toEi whose application results inEi+1. We defineE �I E′
if there is a basic improving sequence wrt I that starts in E′
and ends in E.
Clearly, �I is reflexive and transitive. Thus, it is a preorder.

Defining preorders on sets in terms of incremental im-
provements, while capable of capturing some interesting
preorders, is not expressive enough yet as it does not allow
the user to specify conditional preferences. If g(a) ∈ I,
then for every E such that a /∈ E, E ∪ {a} is preferred to
E. What if we only wanted that to be the case if b /∈ E, or
if when constructing an improving sequence we already lost
c?

To address that problem, we define (propositional) con-
ditional preference statements (or simply, preference state-
ments) to be expressions ε : ϕ, where ε is an elementary
modification, and ϕ is a condition. An intuitive reading of
ε : ϕ is: if ϕ holds, ε is an incremental improvement, that is,
if applicable and applied, it results in a set that is at least as
good. Formally, we define a condition to be a propositional
formula over atoms of the form in(a), g(a), l(a), t(a, b), for
a, b ∈ A.

Let α be an atom and s = 〈E0, . . . , Ek〉 be a sequence
of sets such that each Ei+1 is the result of an elementary
modification applied to Ei (this modification is determined
by Ei and Ei+1). We define the satisfaction relation s |= α
as follows (everywhere below a, b ∈ A):

1. s |= in(a) if a ∈ Ek
2. s |= g(a) (l(a), t(a, b), respectively), if a was gained

(lost, traded, respectively) before, that is, if for some

i < k, Ei+1 = Ei ∪ {a} (Ei+1 = Ei \ {a}, Ei+1 =
(Ei \ {a}) ∪ {b}, respectively)

The relation extends in the standard way to arbitrary formu-
las in the language.3 When ϕ is a tautology, we simplify the
notation and write ε instead of ε : ϕ.

Next, we generalize the notion of an improving sequence.

Definition 3 Let I be a set of preference statements. A se-
quence 〈E0, . . . , Ek〉 of subsets of A is an improving se-
quence wrt I if for every i, 0 ≤ i < k, there is a preference
statement ε : ϕ in I such that 〈E0, . . . , Ei〉 |= ϕ, ε is appli-
cable to Ei, and the result of the application is Ei+1.

If 〈E0, . . . , Ek〉 and 〈Ek, . . . , Em〉 are improving se-
quences, it may be that 〈E0, . . . , Ek, Ek+1, . . . , Em〉 is not
an improving sequence (in the combined sequence, the “his-
tory” for each Et, k ≤ t ≤ m, changes). Thus, the pref-
erence relation one could obtain on the basis of improving
sequences is not transitive. Therefore, we define �∗I as the
transitive closure of that relation. Specifically, we say that
E �∗I E′ if there is a sequence of sets 〈E0, . . . Ek〉 such that
E′ = E0, E = Ek and for every i, 0 ≤ i < k, there is an
improving sequence starting in Ei and ending in Ei+1. It is
clear that �∗I is a preorder.

However, in many cases, concatenating improving se-
quences does result in an improving sequence.

Proposition 1 Let I be a set of preference statements over
a set A whose conditions contain only atoms of the form
in(a), where a ∈ A. Then, �I=�∗I .

Representing Orderings in IIA
All orders discussed here so far can be expressed in the
incremental-improvement approach. We start with the ba-
sic Hoare and Smyth preorders. To this end, we let

Ih = {g(a) | a ∈ A} ∪ {l(b) : in(a) | a, b ∈ A, a > b}

Is = {l(a) | a ∈ A} ∪ {g(b) : in(a) | a, b ∈ A, b > a}
(we write a > b when a ≥ b and b 6≥ a). We note that
preference statements in Ih and Is contain atoms in(a), a ∈
A, only. Thus there is no need to distinguish between E �I
E′ and E �∗I E′.
Theorem 1 Let E,E′ ⊆ A. Then, E �h E′ iff E �Ih

E′,
and E �s E′ iff E �Is

E′.

The marginal Hoare and Smyth orderings of both types
can also be characterized in a similar fashion. We state
the results for the Hoare orderings only (the corresponding
Smyth orderings have dual characterizations). In some pref-
erence statements given below we write t( , ) as an abbre-
viation for the disjunction of all atoms of the form t(a, b),
where a, b ∈ A, and t( , a) as an abbreviation for the dis-
junction of all atoms of the form t(b, a), where b ∈ A.

The characterizations are given by the sets MH1 =
{g(a) | a ∈ A} ∪ U and MH2 = {g(a) : t( , ) | a ∈
A} ∪ U , where U is the union of:

3The class of conditions can be extended to take into account
the order in which elements are gained, lost or traded. Due to lack
of space, we do not consider this generalization here.



1. {l(b) : t( , a) ∨ g(a) | a, b ∈ A, a > b}, and
2. {t(a, b) | a, b ∈ A, b > a}.
Theorem 2 Let E,E′ ⊆ A. For i = 1, 2, E �hi E′ iff
E �MHi

E′ (and so, E �h,∗i E′ iff E �∗MHi
E′).

The sets of preference statements used in the last two
characterizations exploit atoms of the form g(a), l(a) and
t(a, b) that are not available in the CP-net formalism. One
needs to extend A with additional elements to model them
in order to construct CP-nets characterizing marginal Hoare
and Smyth orderings. We discuss this technique in the next
section, when reducing the incremental-improvement ap-
proach to CP-nets.

Expressive Power of IIA
We show now that CP-nets can be expressed within IIA in a
straightforward way and that, conversely, CP-nets can simu-
late IIA, but at the cost of a more complicated rewriting and
additional CP-net variables.

Under a fixed enumeration of A = {a1, . . . , an}, there
is a precise correspondence between subsets of A and bi-
nary outcomes α = 〈α1, . . . , αn〉, where each αi is either a
(meaning “a is in the set”) or a (“a is not in the set”). CP-
statements (over A) are expressions a : ϕ and a : ϕ, where
a ∈ A and ϕ is a formula (condition) built of elements in
A (regarded as propositional atoms) that does not contain
a. We note that outcomes can be viewed as propositional
interpretations of conditions ϕ.

Following Goldsmith et al. (2008), a CP-net over A is a
collectionN of CP-statements overA. An outcome β results
from an outcome α by means of an improving flip (wrt N )
if there is j such that α and β differ only on the position
j, and for some ε : ϕ in N , ϕ holds in α and either (1)
αj = aj and ε = aj , or (2) αj = aj and ε = aj . A
sequence of outcomes 〈α0, . . . , αk〉 is improving if for i =
0, . . . , k−1, αi+1 results from αi by means of an improving
flip. For outcomes α and β, we define α �N β if there is
an improving sequence starting in β and ending in α. If
α and β correspond to sets Eα and Eβ , we will also write
Eα �N Eβ .

A CP-statement a : ϕ can be expressed as a preference
statement g(a) : in(ϕ) and, likewise, a : ϕ can be expressed
as l(a) : in(ϕ), where in(ϕ) denotes the formula obtained
from ϕ by replacing each occurrence of b ∈ A with in(b).
Given a CP-net N , we denote by IN the set of preference
statements obtained by translating, as described above, all
CP-statements in N .
Theorem 3 Let N be a CP-net over A. Then, for all sets
E1, E2 ⊆ A, E1 �N E2 iff E1 �IN

E2.
We will now sketch the other direction. For a set I of pref-

erence statements over A, we use CP-statements over atoms
in(a), g(a), l(a), t(a, b) (where a, b ∈ A) and, additionally,
new atoms γ(a), λ(a), θ(a, b) for a, b ∈ A. Atoms γ(·),
λ(·), and θ(·, ·) will be used to indicate that we currently
perform a gain, loss, or trade, respectively.

We now construct a CP-net NI as follows (as above, we
use γ( ) and λ( ) as a shorthand for

∨
a∈A γ(a), and respec-

tively,
∨
a∈A λ(a)). For each trading statement t(a, b) : ϕ in

I, we add the following statements to NI :

θ(a, b) : in(a) ∧ ¬in(b) ∧ ϕ ∧ ¬γ( ) ∧ ¬λ( ) ∧
¬

∨
(c,d)∈A×A\{(a,b)} θ(c, d)

in(a) : θ(a, b); in(b) : θ(a, b); t(a, b) : θ(a, b)

θ(a, b) : ¬in(a) ∧ in(b) ∧ t(a, b)

Intuitively, the first CP-statement says that we can start
the trading process only if a is in the current set, b is not, ϕ
holds, and no other modification is underway (the remain-
ing conjuncts). The start is marked by flipping θ(a, b) to
true, which temporarily disallows any other modifications to
commence. The next three CP-statements set in(a) to false
and in(b) to true (execute the trade), and (if not done ear-
lier) set t(a, b) to true (record the trade). The last statement
terminates the trading process and, by flipping θ(a, b) back
to θ(a, b) it allows execution of other modifications.

Statements g(a) : ϕ and l(a) : ϕ are reduced to CP-
statements in NI in a similar way.

Theorem 4 Let I be a set of preference statements over A.
Then, for all sets E1, E2 ⊆ A, E1 �I E2 iff there is a set
F1, s.t. F1 �NI {in(a) | a ∈ E2} and {a | in(a) ∈ F1} =
E1.

The extension of this result to the transitive closure E �∗I
E′ is also straightforward (we just need additional rules, to
remove atoms g(a), l(b), t(a, b) at any point).

The two reductions we presented here are constructible
in polynomial time and, thus, clarify the complexity of
our formalism. Specifically, many known complexity re-
sults concerning CP-nets (Goldsmith et al. 2008) carry
over to IIA resulting in PSPACE-completeness for problems
like dominance (decide whether E �I E′) or consistency
(check whether E can be obtained from itself using a non-
empty improving sequence). However, we note that decid-
ing E �I E′ (dominance) restricted to sequences, in which
the status of each element changes only once is in NP. The
NP-hardness for that problem follows from this simple re-
duction from SAT to IIA. Let ϕ be a propositional formula
over atoms V , w a new atom. Define I = {g(a) | a ∈
A} ∪ {g(w) : in(ϕ)}. Then, A ∪ {w} �I ∅ iff ϕ is satisfi-
able.

IIA — One More Generalization
So far, preference statements have been conditioned by
properties of sets that can be expressed in terms of which
elements they contain, and which elements they do not. In
addition, we distinguish between the current set and the sets
of elements that were gained and lost (directly or in trades).
We do not have a way to condition preference statements
with more complex properties of sets. In particular, if A has
some structure captured by a set of relations onA, as of now
we do not have a way to take advantage of that structure. For
instance, if there is an equivalence relation s defined on r, a
reasonable preference statement could say: add an element
a, if a is not related wrt s to any other element in the cur-
rent set (intuitively, sets containing representatives of more
equivalence classes are better). For another example, if A



comes with a partial order ≥ (this is the case we focused on
in the first part of the paper), a preference statement might
be: trade any element X for any element Y that is better
than any element in the current set (including X).

We will now describe a language in which such preference
statements can be expressed.

We assume that A comes with a set R of relations on A.
We will always assume thatR contains the equality relation.
To define properties of subsets of A, we will consider a lan-
guage L of predicate calculus with the set of constants A
and the set of relation symbols R∪ {in, g, l, t}, where R is
the set of names of the relations in R, in is a predicate sym-
bol we will use to say that an element belongs to the current
set, and the symbols g, l and t are designed to talk about
elements that were gained, lost or traded.

Definition 4 A (general) preference statement is an expres-
sion ε : ϕ, where ε is a modification atom (that is, an atom
built of a predicate symbol g, l or t) and ϕ is a formula in
the language L such that every free variable of ϕ occurs in
ε.

The following are examples of general preference state-
ments that capture those that we mentioned above.

1. g(a) : ¬∃X (in(X) ∧ (s(a,X) ∨ s(X, a))). Intuitively,
it is to mean that adding a that is not related by s to any
element in the current set leads to a better set.

2. t(X,Y ) : ∀Z (in(Z) → (Y ≥ Z)). Intuitively, it is to
mean that trading X for Y results in a better set if Y is
better than any element in the current set
To define a semantics of a set of preference statements

I, we first ground I, that is, produce a set of preference
statements I ′ with propositional modification atoms in the
heads, by replacing variables in the heads with atoms from
A. We regard I and I ′ as having the same meaning. We
note that the condition in every preference statement in I ′ is
a sentence of L.

We will interpret preference statements in I ′ wrt the se-
quences s = 〈E0, . . . , Ek〉 of subsets ofA such that each set
Ei+1 is the result of applying a modification atom toEi (this
modification atom is uniquely determined by Ei and Ei+1).
Given such a sequence s, we define gs (ls, respectively) to
be the set of elements that were gained (lost) at some step in
the sequence s. We also define ts to be a set of all pairs (a, b)
such that awas traded for b at some step in s. Clearly, gs and
ls are unary relations and ts is a binary relation. Finally, we
define ins = Ek (a unary relation).

We will use the structure (A,R ∪ {gs, ls, ts, ins}) to in-
terpret sentences of L wrt s. Namely, if ϕ is a sentence in
L, by gr(ϕ) we mean a sentence obtained by replacing each
existential (universal) quantifier by the disjunction (conjunc-
tion) over elements in A. We say that s |= ϕ if gr(ϕ) holds
in (A,R ∪ {gs, ls, ts, ins}). Next, we generalize the notion
of an improving sequence.

Definition 5 Let I be a set of preference statements.
〈E0, . . . , Ek〉 is an improving sequence wrt I if for every i,
0 ≤ i ≤ k−1, there is a statement ε : ϕ in I ′ (i.e., grounded
I) such that 〈E0, . . . , Ei〉 |= ϕ, ε is applicable to Ei, and
the result of the application is Ei+1.

As for propositional preference statements, preference re-
lations obtained on the basis of improving sequences are not
necessarily transitive, but we can define �∗I whenever ap-
propriate. Finally, we note that if R is empty, ground pref-
erence statements are propositional preference statements as
discussed earlier.

The predicate generalization of IIA brings up several in-
teresting complexity questions that we will pursue in the fu-
ture.

Applications — Argumentation
We assume some familiarity with abstract argumentation
frameworks (AFs) and their semantics (Dung 1995). Ap-
proaches extending Dung style argumentation with prefer-
ences, such as (Amgoud and Cayrol 1998; Bench-Capon
2002; Modgil 2009), are based on the intuition that prefer-
ences on an AF D = (A, att), can be handled by modifying
D to a related AF D′. Given D and a strict partial order
> on A, Amgoud and Cayrol define D′ as (A, att′) where
att′ = {(a, b) ∈ att | b 6> a}. Optimal s-extensions of
D, where s stands for one of the semantics developed for
AFs (e.g. stable, preferred, grounded, semi-stable, ideal),
are then defined as the s-extensions of D′. Bench-Capon
follows a similar approach, yet derives the preference order
> on arguments from a more fundamental (total) preference
order on values the arguments promote. Modgil’s approach
allows for dynamic deletion of links.

As pointed out in (Dimopoulos, Moraitis, and Amgoud
2009; Amgoud and Vesic 2009) this AF modification ap-
proach has serious problems. The following example was
discussed by Dimopoulos et al.:

Example 1 Consider the following AF D:

a

b

c

d

Let a > c and b > d. Then, D has two stable extensions:
{a, b} and {c, d}. Given the specified preferences one would
expect the former to be preferred over the latter. However,
the modified framework D′ has the same stable extensions
as the original one.

Other problems arise when the attack relation is asymmetric.
The deletion of attacks based on preferences can then lead
to situations where conflicting arguments are in the same
extension (Amgoud and Vesic 2009).

Rather than modifying AFs, we propose a selection ap-
proach where optimal extensions are defined through a pre-
order on sets of arguments. We thus consider a prioritized
AF (PAF) D = (A, att,≥A) as an AF (A, att) equipped
with a partial preorder ≥A on 2A. We use ExtDs to denote
the collection of s-extensions of (A, att).

Definition 6 Let D = (A, att,≥A) be a PAF. An s-
extension E of D is optimal (E ∈ OptDs ) if E is maximal in
ExtDs wrt ≥A.

Independently of the chosen preorder ≥A, this approach ex-
hibits the following arguably desirable properties:



1. (a, b) ∈ att implies a 6∈ P or b 6∈ P , for all P ∈ OptDs .

2. ≥A= ∅ implies OptDs = Exts.

3. OptDs ⊆ ExtDs .

4. ExtDs 6= ∅ implies OptDs 6= ∅
5. ExtDs = ExtDs′ implies OptDs = OptDs′ .

6. ExtDs = ExtD
′

s implies OptDs = OptD
′

s .

(1) and a variant of (2) were discussed by Amgoud and
Vesic (2009). (3) requires that no new extensions be gen-
erated. This is based on the view that the semantics defines
the available choices, based on the attack relation. The pref-
erences then are used to select among the available options.
(4) is a consistency preservation principle. (5) states that the
preference handling mechanism should be independent of
the particular semantics chosen. Finally, (6) says that equiv-
alent AFs should have the same preferred extensions.

This leaves us with two questions: how to represent ≥A,
and what are good choices for ≥A?

The bulk of this paper was concerned with the first ques-
tion. Any of the techniques discussed in this paper can be
used, those lifting an ordering on A to an ordering on 2A as
well as those based on IIA. We stress that simply specifying
an order on A (rather than an order on 2A) does not pro-
vide enough information and leaves the preference handling
method underspecified.

The second question is more difficult. Lifting a preorder
on A to 2A via the ordering �h,∗2 is promising. It solves
the problem with Example 1 and works well in other exam-
ples we examined. However, it is unlikely that a single pre-
order can adequately handle all scenarios. For this reason
argumentation is in need of simple and intuitive methods for
specifying preferences among sets of arguments. We believe
IIA is precisely such a method.

Conclusions
We studied two approaches for representing preferences
among subsets of a set A, a problem that arises in various
AI areas. The first approach uses, in the style of Hoare and
Smyth, an ordering on A which is then lifted to sets. The
second (IIA) is based on the idea to specify simple and in-
tuitive conditional improvements. We have shown that IIA
generalizes CP-nets. The other direction, namely represent-
ing IIA with CP-nets, is cumbersome and requires many ad-
ditional variables. Representations of set preferences in IIA
are much more concise. Moreover, IIA also comes in a pred-
icate flavor, which offers additional modeling benefits and,
in particular, can handle cases when A has additional struc-
ture.

Our future work will address in detail expressivity and
computational issues. We are interested in identifying
classes of preference statements with attractive computa-
tional behavior. We are especially interested in the compu-
tational complexity results for the predicate setting. We also
want to study the relationship of our approach to preference
logics, in particular those recently investigated in (Bienvenu,
Lang, and Wilson 2010).

We will also continue to study application specific set or-
derings, in particular for answer set programming and argu-
mentation. We believe that the ability provided by predicate
IIA to take the structure of A into account will be crucial.
In particular, in argumentation, it will allow us to refer to
the attack relation in the specification of preferred sets of
arguments, which is essential.
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